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PREFACE 

This report will present end to end lifecycle of data Science project “Analysis of IT Jobs 

in Pakistan using Data Science”. To easily understand the project, I have divided it into 

different chapters. 

 

Chapter One   Introduction of Project: Provides an introduction to the project. 

Chapter Two  Literature review: Presents an overview of Research studies 

conducted on this topic in the past. 

Chapter Three  Data Collection: All about different ways and Sources to get Job 

data along with the organization of data Files into folders and 

combining data into one Excel File. 

Chapter Four  Data Preparation 1: This chapter is about data cleaning, exploring 

data (EDA), and phase 1 of data preprocessing (Feature 

Engineering) which involves making new features this is the data 

preparation stage before Filtering IT jobs (Separating IT jobs from 

Non-IT jobs).  

Chapter Five  Filtration of IT jobs from Non-IT jobs: This chapter is about 

criteria to define IT Jobs, Separating IT jobs from Non-IT jobs 

(Segmentation of IT jobs), and all ways to do keyword research and 

text analysis to correctly filter IT jobs. 

 

Chapter Six  Data Preparation 2: This chapter is about data preparation phase 2 

in which some new features are created and finally prepared data for 

analysis and reporting. 
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Chapter Seven  Data Visualization: This chapter is about Effective data 

visualization in Python and making a dynamic Power BI dashboard.  

Chapter Eight  Results and Discussion: This chapter is about the Results and 

Findings gained by my Research study, and discussion on different 

aspects of Pakistan’s IT Jobs market also highlighted what 

challenges (Weak Areas) we face in the IT sector. 

References  Included the list of books and manuals and other material referenced 

during the project. 
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ABSTRACT 

In today's digital era, the Information Technology industry is crucial in driving economic 

growth and job creation. This research study aims to provide a comprehensive and in-depth 

analysis of IT jobs in Pakistan. This research was conducted as part of my final year project 

in data science, particularly focusing on data analytics and business intelligence utilizing 

LinkedIn Jobs data scraped from September 26, 2023, to November 26, 2023, involving 

the analysis of 3734 IT jobs data, using python programming and JupyterLab environment 

along with Microsoft Power BI as Business Intelligence tool. The analysis focuses on 

various key features, including job trends, skills demand, geographical distributions, 

company-specific patterns, and industry-based distributions. Additionally, competition 

analysis is conducted to understand the intensity of competition in the job market, 

contributing to a comprehensive understanding of the landscape. The results and findings 

are presented through an interactive and dynamic online dashboard. This research is 

valuable for job seekers, employers, policymakers, and academia, aiding in informed 

decision-making regarding recruitment strategies, skill development initiatives, and 

workforce planning in the Pakistani IT sector. The findings not only highlight key trends 

but also identify challenges that, with the implementation of sound policies, can be 

transformed into opportunities for further growth and development of the IT industry in 

Pakistan. 
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1.1 Project Objectives: 

1. To Conduct a Comprehensive Analysis of IT Jobs in Pakistan: This 

objective aims to analyze various aspects of IT jobs in Pakistan, including job 

trends, skills demand, geographical distributions, company-specific patterns, 

and industry-based distributions. 

2. To Utilize Data Analytics and Business Intelligence Tools: This objective 

focuses on employing modern data analytics techniques and business 

intelligence tools, such as Python programming, JupyterLab, and Microsoft 

Power BI, to analyze and visualize LinkedIn Jobs data effectively. 

3. To Explore Key Features of IT Job Market: This objective seeks to explore 

key features of the IT job market in Pakistan, including trends over time, 

geographical variations, and industry-specific dynamics, to provide a 

comprehensive understanding of the landscape. 

4. To Present Findings Through an Interactive Dashboard: This objective 

involves presenting the research findings through an interactive and dynamic 

online dashboard, allowing stakeholders to explore and interact with the data 

visually. 

5. To Provide Insights for Stakeholders: This objective aims to provide valuable 

insights for various stakeholders, including job seekers, employers, 

policymakers, and academia, to inform decision-making regarding recruitment 

strategies, skill development initiatives, and workforce planning in the Pakistani 

IT sector. 

6. To Identify Challenges and Opportunities: This objective involves 

identifying challenges and opportunities within the Pakistani IT job market, 

highlighting areas for improvement and growth that can be addressed through 

sound policies and initiatives. 

7. To Contribute to the Development of the IT Industry in Pakistan: This 

objective seeks to contribute to the sustainable growth and development of the 
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IT industry in Pakistan by providing actionable insights and recommendations 

based on the research findings. 

1.2 Background: 

The Information Technology (IT) industry is crucial for economic growth and 

innovation worldwide. In Pakistan, the IT sector has great potential to create jobs and 

drive progress. However, there's a lack of detailed information on the IT job market, 

making it hard for job seekers, employers, policymakers, and educators to make 

informed decisions. 

Online job platforms like LinkedIn provide valuable data on job postings and trends. 

This project uses LinkedIn data from September 26, 2023, to November 26, 2023, to 

analyze IT jobs in Pakistan. The study looks at job trends, skills demand, job locations, 

company hiring patterns, and competition in the job market. 

Using Python for data analysis and Microsoft Power BI for visualization, the research 

presents findings through an interactive online dashboard. These insights will help job 

seekers match their skills with market demand, assist employers in recruitment, guide 

policymakers in workforce planning, and support educators in developing relevant 

courses. 

The goal is to provide a clear understanding of the IT job market in Pakistan, turning 

challenges into opportunities for growth and development.  

1.3 Problem Statement: 

In Pakistan's rapidly evolving digital landscape, the Information Technology (IT) 

industry plays a pivotal role in driving economic growth and fostering employment 

opportunities. However, despite its significance, there remains a need for a 

comprehensive understanding of the dynamics within the IT job market. Existing 

studies often lack detailed insights into job trends, skills demand, geographical 

distributions, company-specific patterns, and industry-based distributions, which are 

essential for stakeholders to make informed decisions regarding recruitment strategies, 

skill development initiatives, and workforce planning. 
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Furthermore, while various data analytics and business intelligence tools are available, 

there is a gap in research that utilizes these tools to analyze real-time job market data, 

particularly in the context of Pakistan. This gap limits the ability of stakeholders, 

including job seekers, employers, policymakers, and academia, to access timely and 

actionable insights that can drive strategic decision-making and contribute to the 

sustainable growth and development of the IT industry. 

Therefore, the primary problem addressed by this research is the lack of a 

comprehensive and data-driven analysis of IT jobs in Pakistan, utilizing modern data 

analytics techniques and business intelligence tools. By addressing this gap, this study 

aims to provide valuable insights that can inform stakeholders and empower them to 

navigate the dynamic landscape of the Pakistani IT job market effectively. 

1.4 Research Questions:  

 What are the prevailing job trends within the Information Technology (IT) 

sector in Pakistan? 

 What are the key skills in demand among employers in the Pakistani IT job 

market? 

 How do geographical distributions of IT jobs vary across different regions of 

Pakistan? 

 What are the patterns observed in terms of company-specific hiring practices 

within the Pakistani IT industry? 

 How are IT job opportunities distributed across various sectors and industries 

in Pakistan? 

 What is the intensity of competition among job seekers in the Pakistani IT job 

market? 

 How can data analytics and business intelligence tools be effectively utilized to 

analyze and visualize real-time job market data? 
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 What are the implications of the findings for stakeholders, including job 

seekers, employers, policymakers, and academia? 

 How can the insights gained from the analysis contribute to informed decision-

making regarding recruitment strategies, skill development initiatives, and 

workforce planning in the Pakistani IT sector? 

 What are the potential challenges and opportunities identified through the 

research, and how can they be addressed to foster the growth and development 

of the IT industry in Pakistan? 

1.5 Key Features of Project:  

1. Job Trends Analysis 

This section focuses on analyzing trends in the IT job market in Pakistan over a 

specified period. It examines fluctuations in job postings, identifies emerging job roles, 

and investigates patterns in job demand and supply dynamics. 

2. Skills Demand Assessment 

This section assesses the skills in demand among employers in the Pakistani IT job 

market. It identifies the most sought-after technical and soft skills, evaluates skill gaps, 

and explores trends in skill requirements across different job roles and industries. 

3. Geographical Distribution Analysis 

This section examines the geographical distribution of IT jobs across various regions 

of Pakistan. It analyzes the concentration of job opportunities in different cities, 

explores regional disparities in job availability, and identifies emerging IT hubs. 

4. Company-Specific Patterns Examination 

This section investigates patterns in hiring practices among IT companies operating in 

Pakistan. It examines recruitment trends, identifies top hiring companies, and explores 

variations in hiring preferences and strategies across different organizations. 

5. Industry-Based Distribution Analysis 
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This section analyzes the distribution of IT jobs across various sectors and industries in 

Pakistan. It explores job opportunities in sectors such as software development, 

telecommunications, finance, and healthcare, providing insights into industry-specific 

trends and dynamics. 

6. Competition Analysis 

This section assesses the intensity of competition in the Pakistani IT job market. It 

examines factors such as the number of applicants per job opening, competition ratios 

for different job roles, and trends in job seeker behavior to understand the competitive 

landscape and its implications for job seekers and employers. 

1.6 Scope of Project: 

Following are Beneficiaries or Stakeholders of the Project, Stakeholders are those 

people who can benefit from my Project. 

1. Job Seekers 

The primary beneficiaries of this project are job seekers in the IT industry. By analyzing 

job trends and identifying the most sought-after skills, the project provides valuable 

insights that can help job seekers align their career goals with market demand. The data 

on geographical distributions of IT jobs also enables job seekers to make informed 

decisions about where to focus their job search, whether considering relocation or 

remote work opportunities. 

2. Employers 

For employers, the project offers critical information to refine recruitment strategies. 

Understanding the latest job trends and skill shortages helps employers to better target 

their recruitment efforts and attract the right talent. Additionally, insights into 

company-specific hiring patterns allow employers to benchmark their practices against 

industry standards and competitors, leading to more effective and competitive hiring 

processes. 

3. Policymakers 
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Policymakers stand to gain significantly from this research as it provides a detailed 

analysis of the IT job market, aiding in workforce planning and development. By 

aligning education and training programs with industry needs, policymakers can ensure 

that the workforce is equipped with the necessary skills. Furthermore, understanding 

job market dynamics helps in creating policies that support the growth of the IT sector, 

thereby boosting overall economic development. 

4. Academic Institutions 

Academic institutions can utilize the findings of this project to enhance their curriculum 

and training programs. By tailoring courses to meet current and future demands of the 

IT job market, educational institutions can better prepare students for successful 

careers. The project also facilitates stronger collaborations between academia and 

industry, promoting internships, research partnerships, and job placements that benefit 

both students and employers. 

5. Industry Analysts and Researchers 

Lastly, industry analysts and researchers benefit from the comprehensive data and 

insights provided by this project. The findings serve as a foundation for further research 

and market analysis, contributing to a deeper understanding of the IT job market in 

Pakistan. Analysts can track changes and trends over time, using this information to 

make predictions and guide strategic decisions, ultimately fostering a more robust and 

dynamic IT sector. 

1.7 Feasibility Study:  

The primary objectives of the feasibility study were to: 

 Evaluate the availability and accessibility of relevant data sources for 

conducting the research. 

 Assess the feasibility of employing data scraping techniques to gather LinkedIn 

Jobs data. 

 Determine the suitability of data analytics tools, including Python programming 

and Microsoft Power BI, for analyzing and visualizing the collected data. 
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 Identify potential challenges and limitations associated with the research 

methodology. 

 Determine the potential value and impact of the research findings for 

stakeholders in the Pakistani IT sector. 

1.8 Methodology:  

The following are Techniques used in Data Science project with a focus on data analysis 

and Business Intelligence  

Data Collection (Phase I) 

To initiate the project, relevant job market data will be gathered from prominent online 

job portals such as LinkedIn. 

Data Preprocessing (Phase II) 

Following data collection, the collected dataset will undergo meticulous cleaning and 

preprocessing procedures to ensure accuracy and consistency. This process involves 

handling missing values, standardizing data formats, and eliminating duplicates to 

prepare a refined dataset for subsequent analysis. 

Exploratory Data Analysis (EDA) (Phase III) 

Exploratory Data Analysis (EDA) will be conducted to unveil underlying patterns, 

trends, and relationships within the dataset. Utilizing statistical techniques and 

visualizations, insights will be extracted to guide further analysis. 

Feature Engineering (Phase IV) 

Feature Engineering will be implemented to enhance the predictive power of the 

dataset. This involves creating new features or transforming existing variables to 

augment the dataset's depth and efficacy. Techniques such as extracting key 

information from job descriptions or calculating additional metrics will be employed to 

enrich the dataset. 

Insights and Reporting (Phase V) 
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The culmination of the analysis phase involves interpreting the results derived from the 

models and applications developed. Actionable insights will be generated, and 

comprehensive reports and dashboards will be created to present findings to 

stakeholders. This facilitates informed decision-making processes for job seekers, 

employers, and recruiters alike. 

1.9 Tools and Technologies:  

Data Collection: 

 Web scraping tools such as Python Libraries Beautiful Soup or Selenium for 

collecting job data from online portals. 

Data Cleaning and Preprocessing: 

 Python with libraries like Pandas and NumPy for data manipulation. 

 Regular expressions (Regex) for pattern matching and text processing. 

Data Analysis and Visualization: 

 Python libraries including NumPy, Pandas, Matplotlib, and Seaborn for data 

analysis and visualization. 

 Business Intelligence (BI) tools like Power BI and Tableau for creating 

interactive dashboards and reports. 

Cloud Computing and Storage: 

 Utilization of BI platforms like NoviPro for dashboard sharing and collaborative 

analysis. 

Data 
Collection

Data 
Preparation 1

Segmentation 
of IT and Non 

IT jobs

Data 
Preparation 2

Data 
Visulization 

and Reporting
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2.1 Introduction of chapter: 

The information technology (IT) sector in Pakistan has witnessed significant growth in recent 

years, contributing substantially to the country's economy. Understanding the dynamics of the 

IT job market is crucial for aligning educational programs, informing policy decisions, and 

guiding job seekers. This literature review explores existing research on IT Jobs market 

analysis using online job portal data, with a focus on the Pakistani context. By leveraging Jobs 

data and data science techniques, this study aims to unlock insights into Pakistan's IT job 

market, building on the foundation laid by prior research. 

Here I discussed Four Existing studies that are somehow relevant to my Project. Each Research 

study is discussed with objectives, methodology, findings and how it relevant to my research, 

also discusses how my research fills the Gap of Research by Previous Studies. 

2.2 Exploring Industrial Demand Trends in Pakistan Software Industry 

Using Online Job Portal Data [1]: 

2.2.1 Objective: 

The research paper explores the demand trends in the Pakistani software industry by analyzing 

job advertisements on Rozee. pk, a popular online job portal. 

2.2.2 Methodology: 

i. Data Extraction: 

Data was collected from Rozee. pk, focusing on software and web development job ads, 

using the "Web Scrapper" Chrome extension. A total of 492 job postings were extracted. 

ii. Data Preprocessing: 

The raw data was cleaned to remove inconsistencies and missing information, and 

categorized by job roles, programming languages, qualifications, city, age limits, and 

salaries. Job titles and descriptions were standardized to facilitate accurate analysis. 

iii. Data Analysis: 
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Quantitative analysis, including frequency distribution and comparative analysis, was 

performed on the preprocessed data. The results were visualized using pie charts, bar 

charts, column charts, and geographic heat maps. 

iv. Results Interpretation: 

The analysis provided insights into job market trends, highlighting in-demand roles and 

skills for students and job seekers. Employers, policymakers, and student counseling 

organizations can use these insights for planning, decision-making, and career guidance. 

2.2.3 Findings of Research Paper: 

The study analyzes job ads on Rozee.pk to reveal demand trends in Pakistan's software 

industry. Key findings include: 

i. Job Roles: 

Web developers are the most in-demand, constituting 39% of postings, followed by 

software developers at 29%. Other roles include Android developers (8%), iOS 

developers (5%), game developers (3%), and graphics designers (3%). 

ii. Programming Languages: 

PHP is the most demanded programming language at 30%, followed by ASP.NET at 

17% and Java at 16%. JavaScript accounts for 13% and C for 7% of the demand. 

iii. Salaries: 

Information security professionals earn the highest salaries, ranging from PKR 250,000 

to 500,000, while software architects earn between PKR 100,000 and 300,000. These 

highly paid roles are not the most in-demand. 

iv. Gender Preferences: 

Most job postings (85%) do not specify a gender preference, indicating minimal gender 

discrimination. Only 13% prefer male candidates, and 2% prefer female candidates. 

v. Age and Qualification: 

The typical age range for job applicants is 18 to 50 years. Most job postings (84%) 

require a bachelor’s degree, with 6% requiring a master’s degree, 6% requiring 

intermediate/A-level, 1% requiring matriculation/O-level, and 3% other qualifications. 

vi. Geographical Distribution: 
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Lahore accounts for 39% of job postings, followed by Karachi with 28% and Islamabad 

with 15%. Other locations include unspecified or virtual jobs. 

vii. Summary of Key Findings: 

Web and software developers are highly sought after. PHP, JavaScript, ASP.NET, and 

Java are the top programming languages. 

viii. Salary Insights: 

Information security professionals and software architects are the highest-paid roles. 

However, these roles are less in demand compared to others. 

ix. Gender Equality: 

Most job postings do not specify gender preference, suggesting minimal gender 

discrimination in job opportunities. 

x. Age and Educational Requirements: 

A significant majority of job postings prefer candidates with a bachelor’s degree, and 

the typical age range for applicants is 18 to 50 years. 

xi. City-wise Job Distribution: 

Major cities like Lahore, Karachi, and Islamabad dominate the job market in the 

software industry. 

2.2.4 Relevance of the Research: 

Both my research and the study "Exploring Industrial Demand Trends in Pakistan's Software 

Industry Using Online Job Portal Data" offer valuable insights into the IT job market, focusing 

on job roles, programming languages, geographic analysis, and targeting job seekers and 

employers. 

i. Job Roles 

My research analyzed job roles across all IT fields, encompassing 6 major fields and 22 

subfields, with a total of 1,794 titles. In contrast, the research paper "Exploring Industrial 

Demand Trends in Pakistan's Software Industry Using Online Job Portal Data" focuses 

specifically on software engineering job roles. This broader scope in my study provides a 

comprehensive understanding of the entire IT job market. 
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ii. Programming Languages 

I conducted an extensive analysis of a wide range of programming languages, frameworks, and 

tools. The other research paper, however, explored a more limited selection of programming 

languages. This wider analysis in my research offers deeper insights into the skill sets 

demanded across the IT industry. 

iii. Geographic Analysis 

My research includes a detailed city analysis covering 49 cities and all regions/provinces of 

Pakistan. The research paper on software industry trends focused on job data from a few major 

cities. This comprehensive geographic analysis in my study helps in understanding regional 

job market trends and demand variations. 

iv. Targeting Job Seekers and Employers 

Both studies aim to provide valuable insights for job seekers and employers. By understanding 

the demand for various IT roles, programming languages, and regional job trends, both pieces 

of research offer essential information to aid in recruitment strategies and career planning, 

benefiting stakeholders in the IT sector. 

2.3 Labor Market Analysis Using Big Data the Case of a Pakistani Online 

Job Portal [2] 

 2.3.1 Objective: 

The primary objective of this research paper is to provide new descriptive insights about labor 

market conditions and the supply and demand of skills in Pakistan by utilizing data from an 

online job portal, Rozee. pk. The study aims to address the mismatch between the skills 

produced by the education and training systems and those demanded by the private sector, 

particularly in the context of educated youth facing high unemployment rates despite a well-

educated labor force. 
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2.3.2 Methodology: 

The research analyzes data from 412,000 jobs posted on the Rozee.pk platform, utilizing four 

types of datasets to provide a comprehensive view of labor market dynamics. The jobseekers' 

data is based on resumes created on Rozee. pk and includes demographics, education, 

professional experience, skills possessed, and current and desired salaries. Employers' data is 

derived from profiles created on Rozee. pk. The job posting archive contains detailed 

information such as job titles, descriptions, qualifications, and salary ranges. Transactions data 

includes records of job applications, noting who applied for which postings and the date and 

time, as well as incomplete information on shortlisted candidates, which is voluntarily updated 

by employers. Spanning from 2012 to 2019, this dataset enables detailed analyses of job market 

trends, the matching process between job seekers and employers, the demand and supply of 

skills, and other labor market dynamics. 

Unlike traditional labor force surveys that have a significant time lag, online job portal data is 

updated in real time, offering immediate insights. This data includes rich text information, 

providing detailed descriptions of job titles, qualifications, skills, and experiences required for 

job postings, as well as information from job seekers' resumes. Additionally, the data 

encompasses the actual processes of job matching, offering insights into which qualifications 

and skills are more likely to lead to successful job matches. The linked data between employers 

and job seekers allows for a comprehensive analysis of both the demand and supply sides of 

the labor market. 

 2.3.3 Findings of Research 

The study reveals a mismatch between the supply of highly educated workers and the demand 

for specialized skills in certain industries, such as information and communications technology 

(ICT), which lack workers with the necessary expertise. It underscores the importance of exact 

skill matches, noting that job applicants whose qualifications precisely align with job 

requirements are more likely to be shortlisted, while both underqualified and overqualified 

candidates have lower chances. The job portal data primarily represents the high-skill segment 

of the labor market, with postings offering higher salaries than the national average, and job 

seekers being younger and better educated. Industry-specific trends show higher job market 
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tightness in sectors like ICT, indicating more available jobs relative to job seekers. The study 

also explores gender preferences in job ads and highlights the high demand for specific skills, 

such as programming, across various industries. These findings emphasize the need to align 

education and training programs with the private sector's skill demands to address the 

challenges faced by the educated young labor force in Pakistan. 

2.3.4 Relevance: 

My research on IT jobs in Pakistan aligns closely with the study "Labor Market Analysis Using 

Big Data: The Case of a Pakistani Online Job Portal," as both address significant labor market 

dynamics and skill mismatches. Both studies identify a mismatch between the qualifications of 

highly educated workers and the specialized skills demanded by industries such as ICT, 

emphasizing the need for precise skill matches for successful job placements. While my 

research provides a comprehensive analysis of IT jobs using LinkedIn data, encompassing job 

trends, skills demand, geographical distributions, and industry-based patterns, the referenced 

study focuses on data from Rozee. pk, highlighting job market tightness, salary trends, and 

gender preferences in job ads. Both studies aim to inform job seekers, employers, 

policymakers, and academia, aiding in the development of recruitment strategies, skill 

development initiatives, and workforce planning. By integrating the findings from both studies, 

stakeholders can gain a richer, more detailed understanding of the IT job market in Pakistan, 

supporting economic growth and job creation in the IT industry. 

2.4 Skills Set Required for Web Developers in Pakistan [3] 

2.4.1 Objective: 

The objective of the research paper "Skills Set Required for Web Developers in Pakistan" is to 

identify and analyze the current demand for skills in the Pakistani web development industry. 

This includes understanding the specific job roles, programming languages, technical skills, 

and other qualifications that are in demand. The findings aim to assist various stakeholders 

such as student counseling groups, job seekers, researchers, industry experts, curriculum 

developers, government planners, and decision-makers in aligning their efforts with industry 

demands. By analyzing job advertisements, the study seeks to determine the specific skills 

required for web development jobs in Pakistan, providing valuable insights for stakeholders to 
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make informed decisions. Additionally, it aims to understand market trends in the Pakistani 

web sector and their impact on the economy and IT job market, facilitating better job matching 

by aligning job seekers' skills with market demand. 

2.4.2 Methodology: 

The methodology of the research paper "Exploring Industrial Demand Trends in Pakistan 

Software Industry Using Online Job Portal Data" involves several stages to gather, process, 

and analyze data on the skill requirements for web developers in Pakistan. Data was collected 

from three major online job portals—Rozee.pk, Mustaqbil.com, and Indeed. com—up to 

October 25th, 2022, resulting in a sample of 151 job postings. Detailed information, including 

company details, job specifics, and technical requirements, was extracted from each 

advertisement. The data was then cleaned, normalized, and categorized to ensure consistency 

and relevance. Analytical techniques such as frequency, trend, and comparative analyses were 

employed to assess the demand for various skills, programming languages, tools, and 

frameworks. The findings were visualized using charts and graphs, and interpreted to provide 

insights into the current skill demand trends in Pakistan's software industry, particularly for 

web developers. 

2.4.3 Findings of Research Study: 

The research paper "Skills Set Required for Web Developers in Pakistan " examines the current 

demand for web development skills in Pakistan based on job postings from major online 

portals. The findings highlight that JavaScript, PHP, HTML/CSS, and Python are the most 

demanded programming languages. React.js and Angular are preferred front-end frameworks, 

while Laravel is popular for back-end development. MySQL is the most commonly required 

database, with MongoDB gaining traction. Essential tools include Git and Docker, reflecting 

modern development and deployment practices. Job postings show significant opportunities 

for both entry-level and experienced developers, with communication and problem-solving 

skills highly valued. There is a growing demand for full-stack developers and remote work 

options are increasingly mentioned. Most job postings require a bachelor’s degree in computer 

science or a related field, with certifications providing an added advantage. These findings 



CHAPTER 2                                                                                   LITERATURE REVIEW 

 

 

18 

 

provide valuable insights for web developers, educators, and industry stakeholders to align 

their skills and strategies with market demands in Pakistan. 

2.4.4 Relevance to My Research 

My research focuses on the entire IT job market, encompassing various IT fields, including 

web development, which is a significant segment of the overall market. The findings of the 

paper "Skills Set Required for Web Developers in Pakistan " are relevant as they provide 

detailed insights into the web development segment, which complements my broader analysis. 

This research highlights key programming languages, frameworks, tools, and skills demanded 

specifically for web development, aligning with the more extensive range of IT roles, 

technologies, and trends I analyzed. Both studies aim to inform job seekers, educators, and 

industry stakeholders about market demands, enhancing the overall understanding of the IT job 

landscape in Pakistan. 

2.5 DIGITAL PAKISTAN: OPPORTUNITIES & CHALLENGES [4]: 

2.5.1 The Objective: 

The objectives of the study are to identify and analyze barriers hindering the computerization 

process in Pakistan, focusing on bureaucratic, political, educational, and social factors. 

Through primary data analysis using structured questionnaires and statistical tools like 

correlation, regression analysis, and t-tests, the study aims to provide empirical evidence to 

policymakers. It also seeks to investigate the significant impact of various variables on shaping 

IT in Pakistan, highlighting inconsistencies in IT policy, negative administrative attitudes, 

cumbersome procedures, and weak implementation. Additionally, the study examines the 

influence of unstable political environments, insufficient infrastructure, and alignment issues 

on IT adoption in Pakistan, while also highlighting positive indicators such as government 

incentives and growing private sector interest. These objectives collectively aim to offer a 

comprehensive understanding of the opportunities and challenges in IT adoption in Pakistan, 

providing valuable insights for policymakers and stakeholders in the country. 
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2.5.2 Methodology 

The methodology used in the study involved both secondary and primary data collection 

methods, utilizing literature surveys and questionnaires. A pilot study was conducted to 

optimize constructs and develop a structured questionnaire. Data analysis employed descriptive 

and inferential statistical tools, including correlation, regression analysis, and t-test. The study 

emphasized the importance of IT education in Pakistan, highlighting issues such as outdated 

curricula and fraudulent practices in computer training institutions. It also addressed the 

significance of quality IT professionals and challenges related to brain drain and lack of 

qualified trainers. Hypotheses were formulated based on literature review and empirical data 

to investigate barriers to computerization in Pakistan. Overall, this methodology facilitated a 

comprehensive analysis of opportunities and challenges in IT adoption, focusing on education, 

IT professional quality, and institutional practices. 

2.5.3 Key Findings: 

i. The major challenges in IT adoption in Pakistan include inconsistent IT policy, negative 

administrative attitudes, cumbersome procedures, weak implementation, lack of IT 

knowledge, unstable political environment, inadequate physical and legal 

infrastructure, and shortage of IT professionals. 

ii. Negative administrative attitudes can affect IT adoption by creating resistance to 

change within organizations, hindering progress, and slowing down the implementation 

of IT initiatives. 

iii. Lack of IT knowledge is a challenge in Pakistan because it can impede the effective 

implementation of IT initiatives, lead to operational inefficiencies, create skill 

mismatches, hinder necessary training and support for employees, and impact strategic 

decision-making processes. 

2.5.4 Relevance: 

Understanding the major challenges in IT adoption in Pakistan is relevant to my research as it 

provides valuable insights into the obstacles hindering technological advancement in the 

country. By addressing issues such as negative administrative attitudes and the lack of IT 
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knowledge among bureaucratic personnel, my research can contribute to identifying solutions 

to enhance IT adoption and innovation. Additionally, highlighting the importance of building 

a digitally literate workforce aligns with the objectives of my study, which aims to analyze IT 

jobs and skill demands in Pakistan. By addressing these challenges, my research can help 

bridge the gap between the demand for skilled IT professionals and the existing knowledge 

base, thereby facilitating smoother IT adoption and fostering technological growth in Pakistan. 

2.6 Summary and Identified Gaps in Previous Research Studies  

The four research studies reviewed provide valuable insights into various aspects of Pakistan's 

IT job market but also highlight several gaps that my research addresses. "Exploring Industrial 

Demand Trends in Pakistan Software Industry Using Online Job Portal Data" focuses narrowly 

on job roles and programming languages within the software sector based on Rozee.pk data, 

offering a limited geographical scope and an absence of interactive data tools. "Labor Market 

Analysis Using Big Data: The Case of a Pakistani Online Job Portal" presents a broader labor 

market overview using Rozee.pk data, identifying skill mismatches but lacking real-time 

insights and comprehensive regional analysis. "Skills Set Required for Web Developers in 

Pakistan" examines specific skills for web developers through job postings on three portals, 

offering detailed but segmented insights restricted to web development. Lastly, "Digital 

Pakistan: Opportunities & Challenges" identifies systemic barriers to IT adoption, such as 

inconsistent policies and inadequate IT knowledge, but does not delve deeply into job market 

trends or skill demands. These studies lack a holistic and interactive approach, comprehensive 

regional coverage, and in-depth competition analysis. My research fills these gaps by 

leveraging LinkedIn data to provide a detailed analysis of IT jobs across 6 major fields and 22 

subfields, covering 49 cities, with dynamic online dashboards and competition insights, 

offering a more extensive, real-time, and actionable understanding of Pakistan's IT job market.



CHAPTER 3                                                  DATA COLLECTION AND ORGANIZATION 

 

 

21 

 

 

 

 
 

 

 

 

 

 

 

CHAPTER NO 3 

Data Collection and Organization 

 

 

 

 

 

 

 

 

 

 



CHAPTER 3                                                  DATA COLLECTION AND ORGANIZATION 

 

 

22 

 

 

3.1 Data Collection 

This chapter outlines the methodologies for gathering data on IT jobs in Pakistan, covering 

data research, strategy formulation, and scraping techniques. It also discusses organizing 

datasets into folders, merging them into a single file, and tallying scraped jobs. Additionally, it 

addresses challenges encountered during the process, including technical hurdles and data 

quality issues, providing valuable insights for researchers and analysts navigating the 

complexities of data collection in the Pakistani IT job market. 

3.2 Concepts Related to Data Collection 

3.2.1 What is Data Collection? 

Data collection represents the initial practical phase of the data science or data analysis project 

life cycle. It serves as the foundational step where relevant data is gathered from various 

sources to form the basis for subsequent analysis and decision-making. Effective data 

collection involves identifying pertinent data sources, devising strategies for data acquisition, 

and employing appropriate methods such as web scraping, surveys, or partnerships with data 

providers. This phase is crucial as the quality and comprehensiveness of the collected data 

significantly impact the accuracy and reliability of the ensuing analyses and insights. 

Therefore, meticulous planning, execution, and validation are essential during the data 

collection stage to ensure the success of the overall project. 

3.2.2 Role of data strategy in effective data collection 

Data collection is the foundational phase of any data science or data analysis project, and an 

effective data strategy is crucial for its success. A well-defined data strategy guides the 

selection of data sources, methodologies, and tools, ensuring the systematic acquisition of high-

quality data relevant to the project's objectives. It helps mitigate risks, optimize resource 

allocation, and adapt to evolving data requirements, ultimately enhancing the likelihood of 

achieving meaningful insights and actionable outcomes. 
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3.2.3 Data Research 

The initial step in data collection was identifying which job portals to use for gathering job 

data. This involved evaluating the most popular and relevant job portals for IT jobs in Pakistan. 

Additionally, it involved determining the types of datasets required and searching for proper 

datasets. 

3.2.4 Questions Arising in Data Research 

i. Which job portals have the most comprehensive and reliable data for IT jobs in 

Pakistan? 

ii. What specific information is necessary to analyze the IT job market effectively? 

iii. How can we ensure the accuracy and completeness of the datasets? 

iv. What legal and ethical considerations must be taken into account when collecting data 

from job portals? 

v. Are there any existing partnerships or collaborations that can facilitate data access? 

vi. What are the most effective methods for integrating and standardizing data from 

multiple sources? 

3.3 Data Collection Methods 

3.3.1 Three Ways to Collect Data: 

i. Data Partnership: Collaborating with job portals to obtain direct access to their job 

listings databases. 

ii. Data Scraping Using LinkedIn APIs: Leveraging LinkedIn’s official APIs to extract 

data systematically and legally. 

iii. Data Scraping Without APIs: Implementing alternative scraping methods to collect 

data where APIs were not available. 
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3.3.2 Data Scraping Without APIs 

When data partnerships and APIs were not feasible, data scraping without APIs was employed 

using both automated tools and programming techniques. 

i. Using Automated Tools: Automated tools were utilized for scraping data from job 

portals. These tools varied in functionality and cost. 

Types of Automated Tools: 

 Paid Tools or Credit Tools: Tools like Octoparse, Mozenda, and ParseHub 

which require a subscription or credits to use. 

 Free Tools: Open-source or free tools such as WebHarvy and OutWit Hub. 

ii. Using Programming Languages and Frameworks: For more customized and 

flexible data scraping, programming languages, particularly Python, were used. 

3.3.3 Python for Scraping: Python Frameworks 

Python offers several powerful frameworks for web scraping, which were instrumental in 

collecting the data. 

i. Beautiful Soup: A Python library used for parsing HTML and XML documents. It 

creates a parse tree for web pages that can be used to extract data easily. 

ii. Selenium: A web testing library that can be used for web scraping. It automates browser 

interaction and is particularly useful for scraping dynamic content. 

iii. Scrapy: An open-source and collaborative web crawling framework for Python. It 

provides a comprehensive suite for building and running web spiders. 

3.3.4 Limitations of Software Tools Used for Data Scraping 

While automated tools and programming frameworks are powerful, they come with limitations 

that must be acknowledged. 

i. Accuracy and Completeness: Some tools may miss or incorrectly scrape data, leading 

to gaps or errors in the dataset. 
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ii. Legal and Ethical Considerations: Scraping data without proper authorization can 

breach terms of service of websites and raise ethical concerns. 

iii. Resource Intensive: Scraping, particularly without APIs, can be resource-intensive 

and require significant computational power and time. 

iv. Maintenance: Web scraping scripts and tools need constant maintenance to adapt to 

changes in website structures. 

3.3.5 Why I Chose LinkedIn Jobs for Analysis 

i. Largest Job Portal Used in Pakistan: LinkedIn is one of the largest job portals 

globally and is extensively used in Pakistan. Its widespread adoption among 

professionals and companies makes it a crucial platform for analyzing IT jobs in the 

country. 

ii. Comprehensive Job Listings: LinkedIn offers a vast array of job listings, including 

numerous opportunities in the IT sector. Its extensive database provides a 

comprehensive view of the job market, making it an ideal source for research. 

iii. Detailed Job Information: Job postings on LinkedIn typically include detailed 

information such as job titles, descriptions, required skills, qualifications, and company 

information. This richness of detail is essential for conducting a thorough analysis of 

IT jobs. 

3.4 Problems Faced in Getting Jobs Data Using Data Partnership and 

LinkedIn APIs 

I explored different options for data partnerships to obtain a substantial amount of LinkedIn 

job data. Despite the promising potential of these partnerships, several challenges arose. 

3.4.1 LinkedIn Economic Graph 

The LinkedIn Economic Graph is a research program that provides access to LinkedIn’s vast 

datasets for academic and policy research. However, when I tried to research this option, I 
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found that it is currently closed to new researchers. This closure significantly limits the ability 

to access detailed job market data directly from LinkedIn through this program. 

 

Figure 3.1:LinkedIn Economic Graph 

3.4.2 Development Data Partnership 

Another promising avenue was the Development Data Partnership, which involves LinkedIn 

partnering with major development organizations such as the World Bank and the World 

Economic Forum. These partnerships aim to leverage data for social good, providing valuable 

insights and data for large-scale research projects. 

 

Figure 3.2:Development Data Partnership 
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Figure 3.3: Data Partner Vs Development partner 

3.4.3 Challenges Encountered: 

i. Access Restrictions: I attempted to access data through this partnership by reaching 

out via emails and LinkedIn messages. However, I discovered that this partnership is 

inaccessible to individual college students. 

 

 

ii. Institutional Requirements: The Development Data Partnership requires 

collaborations to be established for universities or large institutions with formal 
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partnerships with LinkedIn. As an individual student, I lacked the institutional backing 

necessary to qualify for access under this program. 

iii. Administrative Barriers: Even if my university had such partnerships, gaining the 

necessary permissions and approvals to utilize these resources can be a lengthy and 

bureaucratic process, often involving multiple levels of administrative review. 

3.4.4 LinkedIn APIs 

In addition to exploring data partnerships, I also investigated the use of LinkedIn APIs to obtain 

job data. However, after extensive research and effort, I discovered that LinkedIn does not 

provide APIs specifically for accessing job listing data. This limitation severely restricts the 

ability to collect job data from LinkedIn using official APIs directly. 

 

Figure 3.4:Different LinkedIn APIs 
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3.4.5 Third-Party Platforms 

Although LinkedIn itself does not offer APIs for job data, there are third-party platforms that 

provide APIs to scrape LinkedIn data. However, these third-party services come with their own 

set of challenges: 

i. Cost: Third-party scraping services are typically not free and often require a 

subscription or payment, which can be a significant barrier for students or individual 

researchers. 

ii. Reliability and Legitimacy: Relying on third-party services can introduce concerns 

about the reliability and legitimacy of the data collected, as well as potential legal and 

ethical issues related to data scraping. 

3.4.6 General Issues with Data Partnerships and APIs: 

i. Negotiation and Approval Processes: Establishing data partnerships typically 

requires extensive negotiations and formal agreements, which can be time-consuming 

and complex, especially for students or individual researchers. 

ii. Data Privacy and Security: Ensuring compliance with data privacy laws and 

maintaining the security of sensitive information is a significant concern, which can 

further complicate the partnership process. 

iii. API Access Restrictions: LinkedIn APIs are subject to strict access controls and rate 

limits, which can restrict the volume of data that can be collected. Access to these APIs 

often requires approval from LinkedIn and is typically granted to partners with specific, 

predefined use cases. 

iv. Technical and Implementation Challenges: Integrating LinkedIn APIs requires 

technical expertise and can be complex, particularly if the data needs to be combined 

with other sources for a comprehensive analysis. 

v. Cost Implications: Data partnerships and API access can involve significant costs, 

including subscription fees or data access charges, which may not be feasible for 

individual researchers or students. 
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3.4.7 Reasons for Choosing Python for LinkedIn Job Data Scraping: 

i. Exhaustive Research: Explored APIs and automated tools but found limitations and 

challenges. 

ii. Focus on Python Libraries: Shifted attention to Python frameworks due to flexibility 

and customization. 

iii. Successful Scraping: Achieved successful scraping with Beautiful Soup for HTML 

parsing and Selenium for dynamic content. 

iv. Flexibility and Effectiveness: Python provided the flexibility to customize scraping 

processes and effectively handle LinkedIn's dynamic content. 

v. Scalability and Support: Python frameworks offer scalability for large-scale scraping 

and benefit from a robust community and extensive documentation for support. 

3.5 Scraping Jobs from LinkedIn 

3.5.1 Characteristics: 

i. All Jobs Filters: To effectively scrape job data from LinkedIn, various filters available 

on the LinkedIn job search page are utilized. These filters can include job title, location, 

industry, experience level, and more. Applying these filters helps in narrowing down 

the search to relevant job postings, making the scraping process more efficient and 

targeted. 

ii. Every Day Scraping after 24 Hours: To ensure the data is up-to-date and captures the 

latest job postings, the scraping process is scheduled to run every 24 hours. This daily 

scraping routine helps maintain a current dataset, reflecting the most recent trends and 

opportunities in the IT job market. 

iii. Only 40 Pages of Jobs Is Accessible: LinkedIn imposes limitations on the number of 

job listing pages that can be accessed. Typically, only the first 40 pages are accessible, 

which may restrict the total number of job postings that can be scraped at any given 

time. This limitation necessitates regular and frequent scraping to gather a 

comprehensive dataset. 
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iv. Scraping Regularly Job Links: Regularly scraping job links ensures that all new job 

postings are captured as they appear. This involves extracting the URLs of job postings, 

which are then used in subsequent phases to scrape detailed job information and 

descriptions. 

         

Figure 3.5:LinkedIn Job page 

3.6 Two Phases of Scraping Jobs from LinkedIn 

3.6.1 Scraping Job Links 

Why Scraping Job Links First?  

Scraping job links first allows for the initial collection of URLs for job postings. This step is 

crucial because it lays the foundation for the next phase, where detailed job information is 

extracted. By collecting job links first, it ensures that only relevant and new job postings are 

processed in detail. 

 

Figure 3.6:Job ID and Job Links scrapped 
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Here the Job ID is extracted from the job link, Every Job has a unique ID. 

3.6.2 Scraping Job Details and Descriptions 

How Job Details and Descriptions Were Scraped by Job Links at Any Time? 

Using the previously scraped job links, detailed job information and descriptions are scraped. 

This phase involves visiting each job link and extracting the necessary data. 

This phase is divided into two sub-phases: 

i. Scraping Job Details 

 

Figure 3.7:Job details features Extracted 

Four main features are scraped from the job postings: 

Table 3.1: 4 Primary Features Extracted 

 Features Names A short description of the feature 

1 Job Title A short introduction to the job 

2 Job Info contains the company name, location, remote/onsite 

status, time passed to job posting, and number of 

applicants. 

Job Link generated by Job ID is 

provided to get Job details 

Employees 

Job Type 
Job Info 

Job Title 
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3 Job Type Contains information about the nature of jobs such 

as Type of Employment, Experience Level, and 

remote /onsite status 

4 Employees Contains extra information about the company such 

as the Company’s Employee Size and Company’s 

Industry 

 

ii. Scraping Job Descriptions: 

Two main features are scraped: 

 Job Descriptions: Detailed descriptions of the job responsibilities, requirements, and 

qualifications. 

 

Figure 3.8: Job Description 

 Company Info: Extra Information about the company such as Company Industry, 

Company Employee Size, and Number of Employees On LinkedIn  
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Figure 3.9: About Company 

3.7 Problems Faced in Scraping Jobs 

i. Errors: Encountering errors during scraping is common, such as HTTP errors, missing 

elements on web pages, or unexpected page layouts. Handling these errors gracefully 

is essential to ensure the scraping process continues smoothly without interruptions. 

ii. Network Problems: Network issues, including slow internet connections or 

intermittent connectivity, can disrupt the scraping process and lead to incomplete or 

inconsistent data collection. Implementing robust error-handling mechanisms can 

mitigate the impact of network problems. 

iii. Taking Huge Time: Scraping a large volume of job data can be time-consuming, 

especially when processing multiple pages of search results or scraping detailed job 

descriptions. Optimizing scraping scripts and utilizing parallel processing techniques 

can help reduce the time required for data collection. 

iv. Careful Process: Scraping jobs from LinkedIn requires careful attention to detail to 

avoid violating website terms of service or triggering anti-scraping measures. Adhering 

to ethical scraping practices and monitoring scraping activities closely is essential to 

prevent potential repercussions. 

v. Management of Scraped Files: Managing the files generated during scraping, 

including organizing, storing, and backing up the scraped data, can become challenging, 

especially when dealing with large datasets. Developing a systematic approach to file 

management can streamline the data collection process. 
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vi. Files Naming: Naming scraped files in a consistent and meaningful manner is crucial 

for easy identification and retrieval of data. Establishing naming conventions that 

include relevant information such as date, source, and content can facilitate efficient 

file management. 

vii. Scraping One-Day Jobs in Parts: Scraping job postings that are available for only one 

day requires careful planning to ensure all relevant postings are captured within the 

limited timeframe. Implementing scheduling mechanisms to scrape periodically 

throughout the day and prioritizing real-time data collection can help address this 

challenge. 

3.8 Data Organization 

3.8.1 What is Data Organization and Management? 

Data organization and management refer to the processes of structuring, storing, and handling 

data in a systematic and efficient manner. It involves organizing data in a way that facilitates 

easy access, retrieval, analysis, and utilization.  

3.8.2 Why data Organization is Important? 

Effective data organization and management are crucial for several reasons: 

i. Efficiency: Well-organized data enables quicker access and retrieval, reducing the time 

and effort required for data processing tasks. 

ii. Accuracy: Properly managed data is less prone to errors and inconsistencies, ensuring 

the reliability and integrity of information. 

iii. Decision-Making: Organized data provides a clear and comprehensive view of 

information, enabling informed decision-making and strategic planning. 

iv. Compliance: Proper data management practices ensure adherence to regulatory 

requirements and data protection laws, reducing the risk of legal and compliance issues. 

v. Scalability: A structured approach to data organization allows for scalability, 

accommodating the growth of data volumes and complexity over time. 
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3.9 Process of organizing LinkedIn Jobs dataset 

In organizing the LinkedIn jobs dataset, I opted for a files-based system as it aligned well with 

my requirements. I established a folder structure where each folder represents a category or 

aspect of the dataset. Within the main directory, subfolders were created to categorize data 

based on attributes such as job title, company name, location, and posting date. Within each 

subfolder, individual files were organized to contain specific job listings, with each file named 

according to a standardized convention that includes relevant information such as job title or 

posting date. This hierarchical organization facilitated easy navigation and retrieval of data, 

allowing for efficient analysis and utilization of the LinkedIn jobs dataset. 

3.9.1 Structure of Folders:  

i. Daily Folders  

 

 

Figure 3.10: Daily Folder Structure 

ii. Weekly Folders: 

 

Figure 3.11: Weekly Folder Structure 
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3.9.2 Concatenation vs. Merging of Files: 

Concatenation: Concatenation is the process of stacking datasets with the same columns 

vertically, resulting in an increased number of rows. This is typically used when combining 

multiple datasets that contain the same types of data but from different sources or time periods. 

Merging: Merging, on the other hand, involves combining two datasets with different features 

horizontally, resulting in an increased number of columns. This process is used to mix datasets 

based on a common key or index, effectively integrating different types of information into a 

single, cohesive dataset. 

3.10 Concatenating Files into One File: 

3.10.1 Concatenation of Files Concept: 

Now, these distributed files need to be consolidated into a single file to begin the data analysis 

process. 

3.10.2 Concatenating Different Files Separated into a Daily File 

To concatenate different files separated into a daily file, each daily file containing data for a 

specific day is sequentially appended to create a consolidated file. This process involves 

opening each daily file, reading its contents, and appending them to a new file in the desired 

order. The resulting concatenated file contains all the data from the individual daily files, 

arranged chronologically. 

    

                                                                                                                                                                                                                                                                                                                                                                                                                        

 

Figure 3.12: Concatenation into one daily File 
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3.10.2 Concatenating Daily Files into Weekly Files 

Similarly, to concatenate daily files into weekly files, the daily files for each week are 

combined into a single weekly file. This involves iterating through the daily files for a given 

week, reading their contents, and appending them to create a new file representing the entire 

week. Each weekly file thus contains the aggregated data for a specific week, facilitating 

higher-level analysis and reporting. 

                                             

 

Figure 3.13: Concatenation of daily Files into weekly Files 

3.10.3 Concatenating Weekly Files into One File 

   

          

Figure 3.14: Concatenation of Weekly Files into 1 Excel File 

 

                 

            

Finally, to concatenate weekly files into one file, the weekly files are merged to form a 

comprehensive dataset spanning multiple weeks. This process entails opening each weekly file, 
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reading its contents, and appending them to create a single consolidated file containing data 

from all the weeks. The resulting concatenated file represents the entire dataset, providing a 

holistic view of the aggregated information over the entire period.  

Table 3.2: Total count of Jobs scrapped 

Total count of Jobs in Jobs details dataset from 26 September 2023 to 26 

November 2023 

15875 

Total count of Jobs in Jobs Descriptions dataset from 26 September 2023b 

to 26 November 2023 

15947 
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4.1 Introduction of chapter: 

This chapter covers the essential steps and techniques, focusing on cleaning, preprocessing, 

and feature engineering of jobs data to ensure it is accurate, complete, and suitable for analysis. 

We lay the foundation for robust and insightful data analysis through data cleaning, EDA, and 

feature engineering.  

 

Figure 4.1: Data preparation in data analytics project life cycle 

This is phase 1 of data preparation because it is focused on the data preparation before 

separating IT and non-IT jobs, so all processes or techniques applied in this chapter utilized 

All jobs data that contain IT and Also Non-IT jobs scrapped from LinkedIn.  

4.2 Basic Concepts related to Data preparation: 

4.2.1 Data preparation and Data Preprocessing: 

 Data Preparation is the process of collecting, cleaning, and consolidating raw data into 

a form suitable for analysis. This step involves gathering data from various sources, 

handling missing values, correcting inconsistencies, and ensuring that the data format 

aligns with the analysis requirements. Proper data preparation ensures that the data is 

accurate, complete, and ready for subsequent data processing and analysis stages. 

 Data Preprocessing is a crucial step in the data analysis workflow, involving 

transforming raw data into a clean and usable format. This includes normalization, 

scaling, encoding categorical variables, handling outliers, and partitioning data into 

Data 
Collection

Data 
Preparation 

1

Filtration of 
IT jobs from 
Non-IT jobs:

Data 
Preparation 

2

Data 
Visulization 

and 
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training and testing sets. Effective data preprocessing improves the data quality, 

enhances the performance of machine learning models, and ensures that the results are 

reliable and meaningful. 

4.2.2 EDA and Importance of EDA 

Exploratory Data Analysis (EDA) is an approach to analyzing datasets to summarize their 

main characteristics, often using visual methods. EDA involves examining the data's 

distribution, identifying patterns, spotting anomalies, testing hypotheses, and checking 

assumptions. This preliminary analysis helps understand the data's underlying structure, 

informs subsequent modeling choices, and guides further data preprocessing steps to ensure 

robust analytical outcomes. 

Why EDA? 

i. Understanding Data Distribution: EDA helps business analysts understand the 

underlying distribution of data, revealing patterns, trends, and relationships that can 

inform strategic decisions. 

ii. Data Quality Assessment: By accessing data quality, EDA identifies missing values, 

inconsistencies, and errors, ensuring that the data used in business intelligence systems 

is reliable and accurate. 

iii. Guiding Feature Engineering: Insights from EDA inform the feature engineering 

process by highlighting important variables and their interactions, which can be crucial 

for building predictive models that support business decision-making. 

4.2.3 Data Cleaning: 

Data Cleaning is the process of identifying and correcting errors, inconsistencies, and 

inaccuracies in a dataset to enhance its quality and reliability. This involves tasks such as 

removing duplicate records, filling in or imputing missing values, correcting data entry errors, 

and eliminating outliers. Data cleaning ensures that the dataset is accurate, complete, and 

suitable for analysis, which is crucial for deriving valid and reliable insights from the data. 
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4.2.4 Feature Engineering and its Importance 

Feature Engineering is the process of transforming raw data into meaningful and useful 

metrics that can provide deeper insights and support decision-making. This involves creating 

new variables or modifying existing ones to highlight important trends, relationships, and 

patterns in the data. Techniques include aggregating data, creating ratios, extracting date and 

time components, and generating categorical features from continuous variables. The goal is 

to enhance the dataset's analytical value, making it more relevant and actionable for business 

intelligence and reporting. 

Why Feature Engineering? 

i. Improving Model Performance: Feature engineering enhances the performance of 

predictive models, which can lead to more accurate forecasts and better decision 

support systems. 

ii. Capturing Domain Knowledge: It allows the incorporation of domain-specific 

knowledge into the analysis by creating features that reflect important aspects of the 

business context. 

iii. Reducing Complexity: By selecting and constructing the most relevant features, 

feature engineering simplifies models, making them more robust and easier to interpret 

for business stakeholders. 

iv. Enhancing Interpretability: Well-engineered features improve the interpretability of 

models, helping business users understand how different factors contribute to 

outcomes, which is crucial for gaining trust and actionable insights. 

v. Handling Various Data Types: Feature engineering techniques can handle diverse 

data types (numerical, categorical, time-series), ensuring that the data is in a suitable 

format for analysis and business intelligence reporting. 
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4.3 The process of Data Cleaning  

After the collection of raw data, there are often missing values and duplicate records that need 

to be addressed to ensure data quality. This phase of cleaning data is divided into two essential 

steps: 

As there are two datasets  

i. Jobs details Dataset  

ii. Jobs descriptions Dataset 

Before merging job details and Job descriptions, Data Cleaning is applied to the job details 

dataset. 

i. Null or missing values due to  

ii. scrapping errors  

iii. Jobs links scrapped but jobs are not found, may be due to error or closing of job 

4.3.1 Identifying Null or missing Values in the Jobs details dataset:  

The total number of missing values for each column in the Data Frame, reveals that the 'Job 

Title', 'Job Info', 'Job Type', and 'employees' columns have 258, 258, 272, and 273 missing 

values respectively, while the 'Job Link' and 'Job ID' columns have no missing values. These 

null or missing values in the four features of the Jobs details dataset indicate that the highest 

null value is 273, so the total number of null rows is 273. 

 

Figure 4.2:Null values in Jobs details features 
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4.3.2 Identifying Duplicates: 

As Job ID is unique for each job, it is used as the Primary key based on which 3865 duplicates 

were identified. The total number of duplicate rows is based on the 'Job ID' column, revealing 

that there are 3,865 duplicates in the dataset. 

 

4.3.3 Removing Duplicates and Missing Values: 

There are 15875 rows of jobs scrapped, In the first step, 3835 duplicate rows are removed then 

273 rows having null values are removed a total of 4138 jobs or rows are removed, and finally, 

we have 11737 jobs. 

Table 4.1: stats of data cleaning before merging two data setts 

Total Number of Jobs scrapped  15875 

Number of Duplicates Jobs  3865 

Number of Rows containing Null values 273 

Number of jobs preserved after removing missing values and Duplicates 11737 

 

4.3.4 Removing duplicates and null values after merging of jobs details dataset and Jobs 

description dataset: 

Table 4.2: Stats of Data Cleaning after merging two data sets 

Total Number of Jobs or rows after merging two datasets: LinkedIn Job 

details and LinkedIn Job descriptions   

27644 

Number of Duplicates Jobs  15634 

Number of Null rows removed 273 

Number of jobs preserved after removing missing values and Duplicates 11737 
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Figure 4.3:Null values before and after removing duplicates and 273 Null rows 

Why there are still null values in Job descriptions and Company Info: 

There is a total of 273 rows or jobs removed based on 4 Jobs details Features, there are still 31 

missing values in Jobs descriptions and 2916 in the Company Info feature, so here in the Jobs 

description feature there are still issues of uncompleted Jobs description. 

4.3.5 Abnormal Descriptions: 

A description that has less than 20 characters is considered an Abnormal or Uncompleted 

description, so there are 1586 abnormal descriptions. 

As there are 31 null values in the job description, so total jobs that have abnormal descriptions 

is 1617 

There are a total of 1617 rows that cannot be removed due to inconsistency in the job 

description because due to these features of the job details dataset such as Job title, Job Info, 

Job Type, and Employee are affected as these features are important. 

4.4 EDA Phase 1: 

4.4.1 How EDA is performed? 

In this process, I explored every feature one by one. 

i. Exploring Unique Values and number of Unique Values 

ii. Exploring Value counts or Top 20 /Top 30 value counts 

iii. Exploring inconsistent values  



CHAPTER 4                                                                                   DATA PREPARATION 1 

 

 

47 

 

iv. Exploring how different features can be extracted from parent features 

4.4.2 Summary of exploring each Feature one by one in table 

So I explored 4 categorical features, Details are as follows: 

Table 4.3: Summarized EDA of 4 Primary Features 

 Features 

Names 

Data 

Type  

Type 

of 

feature 

A short description of the 

feature 

Usage  Unique 

values 

1 Job Title object Single-

valued 

A short introduction to the 

job 

Skills 

analysis 

6442 

2 Job Info object Multi-

valued 

contains the company 

name, location, 

remote/onsite status, time 

passed to job posting, and 

number of applicants. 

Company, 

Geography, 

and 

Competition 

Analysis  

10209 

3 Job Type object Multi-

valued 

Contains information 

about the nature of jobs 

such as Type of 

Employment, Experience 

Level, and remote /onsite 

status 

Job nature 

analysis 

129 

4 employees object Multi-

valued 

Contains extra information 

about the company such as 

the Company’s Employee 

Size and Company’s 

Industry 

Industry 

analysis 

975 
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4.2.3 Exploring Job Title: 

Job title is a single-valued feature that can be used for skills analysis, there are a total of 6442 

unique Job titles out of 11737 jobs, which contain a diverse range of titles from IT and non-IT 

Jobs.  

Here below first 10 unique values: 

 

Figure 4.4:Unique values in Job Title 

Top 15 Job Titles: 

 

Figure 4.5:Top 15 Job Titles 

As there is a wide range of job titles that cannot be efficient for in-depth Skills analysis, so that 

is why jobs need to be filtered based on job title and job description, and then new features 

such as   Field, Sub-Field, and Tools/Platforms were formed. 

4.2.4 Exploring Job Info Feature: 

It is multi-valued feature that contains the company name, location, remote/onsite status, time 

passed to job posting, and number of applicants. It has 10902 unique values. This feature is 

used in Company analysis, Geography analysis, and Competition analysis, so it is very 

important feature because Geography analysis, Company analysis and Competition analysis 

are the main features of my data analytics project. 
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First 10 Unique values in the Job Info Feature: 

 

Figure 4.6:Unique values in Job Info feature 

4.2.5 Exploring Job Type Feature: 

It is a multi-valued feature that contains information about the nature of jobs such as Type of 

Employment, Experience Level, and remote /onsite status it can be used for Job nature analysis, 

it contains 129 unique values. 

First 30 and last 10 Unique values in the Job Type Feature: 

 

 

Figure 4.7:Unique values in Job Type Feature 

As there are some inconsistent values (highlighted) in the Job Type feature. 
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4.2.6 Exploring Employee Feature: 

This is also a multi-valued feature that Contains extra information about the company such as 

Company’s Employee Size and Company’s Industry, can be used for industry analysis, and 

contains 975 unique values. 

First 10 Unique Values in Employee Feature: 

 

Figure 4.8:Unique values in Employee Feature 

4.3 The Process of Feature Engineering: 

4.3.1 The Summarized Overview of Feature Engineering Phase 1  

In this process of Feature Engineering, many new features are created from Three Primary 

Features. 

Table 4.4: Secondary Features Derived by Primary Features 

Parent / 

Primary 

Features 

Derived/ Secondary Features or 

Features that are derived from Primary Features 

Job Info Company, Location, Number of applicants, Job posting Time and 

Onsite/Remote 

Job Type Type of Employment, Experience Level, and Onsite/ Remote 

Employee Company Employee Size and Company Industry 

 

 

 

Industry is missing 

Inconsistent Value 
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Figure 4.9:Tree of Secondary Features to be formed by Primary Features 

4.3.2 Extracting Company Feature: 

The company feature is derived from the Job Info feature, where it represents the first element 

of the Job Info string, separated by a dot (·). 

 

 

 

 

 

Figure 4.10:Extraction of Company in Job Info String 

4.3.3 Extracting Location Feature: 

The location feature is derived from the Job Info feature, where it represents the second 

element of the Job Info string. This element is separated by a dot (·) and open parenthesis “(“or 

“\n”. 

It contains City Region and Country name. 

Job Info 

Company 

Job Type 
Employee 

Number of 

Applicants  

Location Job Posting Time 

 Job Title 

Remote/On-site Type of Employment Experience Level 

Company Employee 

Size 

Company Industry 

Company Name 
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Figure 4.11:Extraction of Location in Job Info String 

4.3.4 Extracting job posting time feature: 

The job posting time feature is derived from the Job Info feature, which it represents the third 

or fourth element of the Job Info string. This element is separated by a backslash N “\n”. 

 

 

 

 

 

 

 

 

Figure 4.12:Extraction of Job Posting Time in Job Info 

4.3.5 Extracting the number of applicants feature: 

The Number of Applicants (n_applicant) feature is derived from the Job Info feature, which 

represents the last (4th or 5th) element of the Job Info string. This element is separated by a dot 

(.). 

' applicants' is stripped from dot dot-separated element to store only numbers. 

In case if number of applicants is missing then the Null value (np. nan) is stored instead of this. 

Location 

Job Posting Time 
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Figure 4.13:Extraction of Number of applicants from Job Info Feature 

4.3.6 Extracting Type of Employment Feature: 

The Type of Employment or Employment Type (created as Job-Type) feature is derived from 

the Job Type feature, which represents the sometimes 1st or sometimes 2nd position element of 

the Job Type string separated by a dot(.) or backslash N “\n”. 

 

 

 

Figure 4.14: Extraction of Type of Employment from Job Type Feature 

There are 6-7 categories(options) of Type of Employment on LinkedIn, in case of a null value 

(type of employment is not mentioned) is filled with the option of 'Not specified’. 

Table 4.5: Types of Employment 

Type of 

Employment 

option 

description 

Full-time Employment with a standard workweek (typically 35-40 hours) including 

benefits and job security. 

Part-time Employment with fewer hours than full-time, often offering flexibility but 

fewer benefits. 

Contract Employment for a fixed term or specific project, usually without traditional 

benefits.  

Number of Applicants 

is missing 

Number of Applicants 

Type of 

Employment 
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Temporary Short-term employment to meet immediate needs, often through staffing 

agencies, with limited job security and benefits. 

Volunteer Unpaid work is done to support a cause or organization, providing no 

monetary compensation. 

Internship Temporary work, often for students, to gain practical experience, sometimes 

unpaid or with a stipend. 

Other Not in 6 options  

Not specified If the type of employment is not mentioned then it is categorized as Not 

specified 

 

4.3.7 Extracting Experience Level Feature: 

The Experience Level feature is derived from the Job Type feature, which represents the 

sometimes 1st sometimes 2nd, or sometimes 3rd position element but mostly the 2nd, or 3rd 

position element of the Job Type string is separated by a dot(.) or backslash N “\n”, In most 

Job Type strings experience level is not mentioned so it is labeled as ‘’Not specified”. 

 

 

 

 

 

Figure 4.15: Extraction of Experience Level from Job Type 

There are 6-7 categories(options) of Experience Level on LinkedIn, in case of a null value 

(Experience Level is not mentioned) is filled with the option of 'Not specified’. 

Experience Level is not Mentioned 

Experience Level is at 3rd place 

Experience Level is at 2nd place 

Experience Level is at 1st place 
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Table 4.6: Experience Levels 

Experience 

Levels 

Description 

Internship A position for gaining practical experience, typically for students or recent graduates, 

often with minimal prior experience. 

Entry level A starting position requires little to no professional experience, typically for recent 

graduates or those new to a field. 

Associate A role for employees with some experience, usually requiring basic professional skills 

and knowledge in a specific area. 

Mid-Senior 

level 

A position for individuals with significant experience and expertise, often involving 

leadership and more complex responsibilities. 

Director A senior management role responsible for overseeing departments or functions, 

requiring substantial experience and strategic planning skills. 

Executive A top-level management position with overall responsibility for company strategy and 

operations, typically requiring extensive experience and leadership abilities. 

Not specified If the Experience Level is not mentioned then it is categorized as Not specified. 

 

4.3.8 Extracting Remote/On-Site (Work Arrangement) Feature: 

The Remote/On-Site (created as Remote/Onsite) feature is derived from the Job Info and Job 

Type features,  

It is placed at the 3rd position element in the Job Info strings enclosed by small parenthesis 

“()”. In the Job Type string, it is placed at 1st position separated by two backslash N “\n\n”. 

It is observed that the pattern of Onsite/Remote existence in two features is changed on the 9th 

October file at the 119th row. 
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So by investigating the data frame, it is observed that the 3438th row which is the 3997th index 

is a row of change in the File ‘Linkedin_Job_Details_26-Sep-2023-to-26-Nov-2023_11737-

jobs_17-features_685-pages_Feature-Eng-processed_v4.csv’ because below this index 

Remote/Onsite is located in Job Info feature and above this index It is located in Job Type 

Feature. 

Where Remote/onsite is not mentioned it is labeled as ‘’Not specified” 

 

 

   

 

 

 

 

Figure 4.16: How Remote onsite is present in two features and Row of change 

In strings of Job Info the feature of Remote/Onsite look like this: 

 

 

 

In strings of Job Type the feature of Remote/Onsite look like this: 

 

 

Figure 4.17: Extraction of Remote/Onsite Feature from two features Job Info and Job Type 

There are 3-4 categories(options) of Remote/On-Site on LinkedIn, in case of a null value 

(Remote/On-Site is not mentioned) is replaced with the option of 'Not specified’. 

3437th row 

3438th row 

Job Info  Job Type  

Onsite/Remote is Mentioned 

Onsite/Remote is Not Mentioned 

Onsite/Remote is at 3rd position in Job 

Info 

Onsite/Remote is at 1st position in Job 

Type 
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Table 4.7: Four categories of Remote/Onsite 

Remote/On-

Site Options 

description 

On-site Work performed at a designated physical location, such as an office or facility 

Remote Work completed from any location outside the traditional office, typically from home 

or a co-working space. 

Hybrid A work arrangement combining both onsite and remote work, allowing flexibility in 

the work location. 

Not specified If the work arrangement is not mentioned, it is categorized as Not specified. 

 

4.3.9 Extracting Company Employee Size and Company Industry Features: 

The Company Employee Size feature (created as Comp_N_Employees) and Company 

Industry feature (created as Comp_Industry) are derived from the Employees feature, both 

features give us some advanced analytics about jobs such as the Number of Employees in the 

company (Company Employee size) posting job and industry of the company. 

  

 

 

 

 

Figure 4.18: Extraction of Company Employee Size and Company Industry Feature from 

Employee Feature 

Company Employee Size  

is at 1st position in Employees 

string 

Company Industry is at 2nd 

position in Employees string 

Only Employee Size is mentioned, 

industry is not mentioned  

Abnormal value leading both as 

not specified 
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Company Employee Size is placed at the 1st position element in the Employees strings, 

separated by a dot”.”. 

On the other side Company Industry is mostly not mentioned, placed at the 2nd position element 

in the Employees strings, also separated by a dot”.”. 

In case if Company Employee Size or Company Industry is not mentioned then it is labeled as 

‘’Not specified”.           

4.4 Feature Engineering phase 2: 

In 1st phase of Feature Engineering some secondary Features are extracted from primary 

Features such as Job Info, Job Type and Employees but in 2nd phase of Feature Engineering I 

am working on exploring Location feature (which is extracted from Job Info in 1st phase of 

Feature engineering) , I will explore how different meaningful features such as City, 

Province/region and country can be formed , these features which I am going to extract in 

Feature Engineering phase 2 are highly contributing in Geography analysis which is very 

important aspect of Analysis of IT jobs in Pakistan. 

4.4.1 Exploring Location Feature: 

Location is secondary feature extracted from Job Info, it is also multi valued feature contains 

information such as City, Province or Region and Country. 

 Unique values in location feature: 

There are 1163 unique values in location feature, abnormalities are also existing here. 

Somewhere location is single value like 1st string, mostly it has 3 values like 2nd string. 

 

       

Location with only 

Country 

4th value is garbage which 

needs to be removed 
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 Top 6 locations: 

                  

 

 

Figure 4.19: Components of Location to be extracted and abnormalities in City Problem 

4.4.2 Extracting City, Province/Region, and Country Feature: 

In this process, three main Geography Features City, Province/Region, and Country are 

extracted from the Location feature, the location is a secondary feature that is extracted from 

Job Info so that is why these three features are called ternary features. 

 

 

 

 

 

 

 

 

 

Figure 4.20: Tree of Extracting Location Features 

City is located at 1st, Province or Region is placed at 2nd and country is placed at 3rd Position 

in Location feature and all are separated by comma “,” as shown below in output: 

 

 

 

Cities like Karachi and Islamabad are in Multiple 

Styles needs to be fixed in only one style 

Job Info 

Location 

City 
Province/

Region 
Country 

The city is at 1st position in 

Location Strings 

The Country is at 3rd position 

in Location Strings 

The Province/region is in 2nd 

position in Location Strings 
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4.4.3 Handling Multiple Styles or names of Cities to clarify a strong City analysis: 

Some cities like Islamabad, and Karachi have different names or styles so these are replaced 

with single names or styles as shown below in the table: 

Table 4.8: Same Cities with different Styled names 

Name of Cities 

Before 

Replacement 

Name of Cities 

after 

Replacement 

Name of Cities 

Before 

Replacement 

Name of Cities 

after 

Replacement 

Islāmābād Islamabad Korangi Karachi 

Karāchi Karachi Johar Town Karachi 

Abbottābād Abbottabad Malir Karachi 

New Karachi Town Karachi Gulshan Town Karachi 

  

As some words create the complexity of Repeatability are removed in location Features which 

are: 

Table 4.9: Repeated words in location to be removed 

' District' ' Division' ' Tehsil' 
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5.1 Introduction of chapter: 

This chapter focuses on the filtration or segmentation of IT and non-IT jobs, a critical step in 

my project on the analysis of IT jobs. Accurate separation of IT from non-IT roles is essential 

for a comprehensive understanding of the IT job market. By employing keyword-based text 

classification and filtering techniques, we can effectively categorize job listings, ensuring that 

IT roles are accurately identified and analyzed.  

5.2 Basic Terminologies: 

5.2.1 Categorizing and Filtering IT and Non-IT Jobs:  

Categorizing and filtering IT and non-IT jobs involve the systematic organization of job listings 

based on their nature and requirements. IT jobs are typically those that involve technology, 

software development, data analysis, and other computer-related tasks. Non-IT jobs, on the 

other hand, encompass a wide range of occupations that do not primarily focus on technology.  

5.2.2 Keyword-Based Text Classification and Segmentation of IT and Non-IT Jobs:  

This approach uses specific keywords to classify and segment job postings into IT and non-IT 

categories. By analyzing the presence and frequency of certain keywords within job 

descriptions, user-defined functions can determine the likely category of a job listing. This 

method relies on natural language processing (NLP) techniques to scan and interpret the text, 

enabling accurate classification based on the content of the job postings. 

5.2.3 Keyword Filtering:  

Keyword filtering is the process of identifying and isolating relevant job listings by using 

predefined keywords. This method involves scanning job titles or descriptions for specific 

terms that are indicative of IT or non-IT roles. Keywords can include job roles, required skills, 

tools, programming languages, and other relevant terminology that help in distinguishing 

between IT and non-IT jobs. 

5.2.4 Keyword Matching: 

 Keyword matching involves comparing the keywords found in job descriptions or job titles 

with a predefined list of keywords associated with IT or non-IT jobs. This process helps in 
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determining the category of a job by checking the presence of specific keywords. If a Job title 

or job description contains IT-related keywords, it is classified as an IT job, and vice versa. 

5.2.5 Text Classification:  

Text classification is a broader technique that involves categorizing text into predefined 

categories based on its content. In the context of job segmentation, text classification 

algorithms are used to analyze job descriptions and classify them as IT or non-IT based on the 

overall context and presence of relevant keywords. Machine learning models can be trained to 

improve the accuracy of this classification process. 

5.2.6 Text Analysis:  

Text analysis, or text mining, is a comprehensive process that involves extracting meaningful 

information from text data using various techniques, including natural language processing 

(NLP). In job classification, text analysis goes beyond simple keyword matching by 

understanding the context, semantics, and structure of the text. It can identify patterns, 

categorize content, and derive insights from job descriptions or job titles to improve 

classification or filtering accuracy. 

5.2.7 Why Categorization is Important: IT and Non-IT Jobs 

i. Diversified and complex dataset: Identifying which jobs are IT and which are not is 

crucial for my project, which focuses on the analysis of IT jobs. With 6,442 job titles 

spread across 11,737 job listings, the diversity makes it challenging to conduct an 

efficient analysis. Effective categorization of IT jobs is necessary to streamline the 

process, ensuring accurate and meaningful insights into the IT job market. 

ii. Identification of IT and Non-IT Jobs: Identifying IT and non-IT jobs is important 

because there are no clear rules to separate them, causing a lot of confusion. The first 

step in categorizing these jobs is to set specific criteria for what makes a job an IT job. 

IT jobs usually involve tasks like computing, programming, software development, and 

managing information. However, tech jobs can be confusing because not all tech jobs 

are IT jobs. Mixing IT and non-IT roles can lead to poor analysis and misunderstandings 

about job trends. By clearly defining what qualifies as an IT job—such as the need for 



CHAPTER 5                                                   Filtration of IT jobs from Non-IT jobs: 

 

 

64 

 

certain degrees, technical skills, and specific fields like Software Engineering, AI, 

Cyber Security, and IT Support—I can accurately categorize IT jobs and ensure precise 

analysis. 

5.3 Pre-Planning to Filter IT Jobs 

5.3.1 Criteria for IT Jobs: 

i. Not any Clear Definition of IT and Tech Jobs: There is often no universally accepted 

definition that separates IT jobs from other technology-related roles, making 

categorization challenging. 

ii. Use of Computer, Programming: Jobs that primarily involve the use of computers, 

programming, software development, and other technical tasks are typically classified 

as IT jobs. 

iii. CS, IT, AI, or any Computing Degree: Positions requiring degrees in Computer 

Science (CS), Information Technology (IT), Artificial Intelligence (AI), or related 

fields are generally considered IT jobs. 

iv. Major Fields of IT: IT encompasses various specialized fields, including Software 

Engineering, Artificial Intelligence, Computer Networking, Cyber Security, Metaverse 

and Block chain, and IT Support. 

v. Tech Fields vs IT Fields: While all IT fields are tech fields, not all tech fields are IT 

fields. IT is specifically focused on computing and information technology, whereas 

tech fields can include broader areas like digital marketing and graphic design. 

4.3.2 What about Digital Marketing, Copywriting, Graphic Design, and other Tech Jobs:  

Roles like digital marketing, copywriting, and graphic design, although tech-related, are not 

traditionally considered IT jobs as they do not primarily involve computing and programming 

tasks. 
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4.3.3 Importance of Job Title and Job Description in Skills Analysis:  

Job titles and descriptions provide critical information about the skills required for a position. 

They help in identifying the competencies needed and the nature of the job, making them 

essential for skills analysis and job matching. 

4.3.4 Total Number of Job Titles:  

The vast number of job titles, with 6,442 distinct titles, and their variations can make 

classification challenging. Understanding and standardizing these titles is necessary for 

accurate job categorization. 

4.3.5 Why it is Difficult to Analyze Job Titles: 

 Job Titles with Different Names for Similar Roles: Roles such as software engineer 

and software developer may have different titles but often entail similar responsibilities, 

complicating the analysis. 

 Extra Words in Titles: Titles like "Senior Software Developer" include additional 

descriptors that can make it harder to standardize job titles. 

 Lengthy and Complex Titles: Some job titles are excessively long or complex, making 

it difficult to categorize them accurately. 

 Irrelevant Titles: Titles like "Software Seller" might include the word "software" but 

refer to a role that is not related to software development. 

 Generalized vs. Specified Titles: Generalized titles like "Software Engineer" versus 

more specified ones like "Java Developer" highlight the need for nuanced classification. 

4.3.6 Null Values and Incomplete Descriptions in Job Descriptions:  

Incomplete job descriptions and null values can hinder the accurate classification of job 

postings. Missing information about required skills, responsibilities, or job context can lead to 

incorrect categorization. 
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4.3.7 Keywords Research for IT Jobs 

Why a Huge List of Keywords: A comprehensive list of keywords is necessary to capture the 

diverse and evolving nature of IT jobs. It ensures that the classification system can accurately 

identify a wide range of roles and responsibilities within the IT sector. 

Research on Keywords Based On: 

i. Name of Skills: Identifying keywords related to specific skills required for IT jobs, 

such as programming languages (e.g., Python, Java) and technical skills (e.g., system 

analysis, network configuration). 

ii. Name of Tools: Including keywords for tools commonly used in IT roles, like software 

(e.g., Git, Docker) and platforms (e.g., AWS, Azure). 

iii. Name of Frameworks: Keywords related to popular frameworks in IT, such as 

Angular, React, and Django, which are essential for certain development roles. 

iv. Name of Computer and Tech-Related Keywords: General tech-related keywords 

that help in identifying IT jobs, including terms like "software development," "network 

security," and "database management." 

4.3.8 Keyword Analysis: 

After conducting keyword research, the next step is keyword analysis. Keyword analysis is a 

type of text analysis that involves identifying and evaluating the occurrence of specific 

keywords within job descriptions and job titles to determine how many IT jobs and non-IT jobs 

are associated with each keyword. This process helps in understanding the relevance and 

frequency of particular terms, which in turn aids in accurately categorizing job postings. 

During keyword analysis, job descriptions and job titles are scanned for predefined keywords 

that indicate IT or non-IT roles. The analysis records how many times each keyword appears 

and in which type of job listing. This information is used to refine the classification criteria, 

ensuring that the keywords effectively differentiate between IT and non-IT jobs. By analyzing 

keyword patterns, this process enhances the accuracy of job segmentation and helps maintain 

the integrity of job categorization efforts. 
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4.3.9 Why Keyword Analysis? 

i. To Counter Any Incorrectness in Jobs Filtering: Keyword analysis helps in refining 

the filtering process to minimize errors. It ensures that job listings are accurately 

segmented by continuously updating and validating the list of keywords against job 

descriptions. 

ii. To Counter Mixing of Non-IT Jobs in IT Jobs: Mixing non-IT jobs with IT jobs can 

lead to misleading analysis and inefficiencies. For example, a job title like "Marketing 

Specialist" might include terms related to digital tools but is not an IT role. Through 

careful keyword analysis, such misclassifications can be identified and corrected, 

ensuring that only relevant IT jobs are categorized as such. 

iii. Keyword Matching is Case Sensitive: Keyword matching can be case-sensitive, 

leading to potential issues. For instance, the keyword "IT" (referring to Information 

Technology) can be misclassified if matched with "it" (a common pronoun). Case 

sensitivity must be managed to avoid such errors, ensuring that keywords are 

recognized correctly regardless of capitalization. 

4.4 Process of IT Jobs Filtering: 

4.4.1 Phase 1: Selection of Proper Keywords Based on user Defined Testing Cases: 

Phase 1 focuses on selecting precise keywords via user-defined testing cases, including filtering 

job listings based on criteria like the presence of key terms such as "IT." It involves rigorous 

checks for relevance and completeness in job descriptions and identifies conflicting job titles 

containing non-IT-related keywords. Two tests are conducted to prepare an accurate keyword 

list with droppable titles. 

Test 1: Filtering Each Keyword Using User-Defined Functions 

To filter IT jobs using the keyword "IT," I applied a two-step process to a dataset of job listings. 

First, I filtered the job titles for the presence of the keyword "IT," resulting in 99 job listings 

with 88 unique titles. I then checked the job descriptions for completeness and relevance, 

finding 12 abnormal descriptions (either incomplete or null). In the second step, I further 
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filtered these job listings by checking for the presence of IT-related keywords in their 

descriptions, which included terms like "software," "network," and "developer." This process 

identified 85 relevant job listings with 78 unique titles. The analysis showed that approximately 

98% of the jobs were correctly identified as IT-related based on their descriptions. However, 

10 job titles did not match, with 8 due to abnormal descriptions and 2 not matching the IT 

keywords in their descriptions. So this process repeated on Every keyword belongs to IT jobs. 

Example: A job titled " IT & Network Administrator" might be included in filtered_df_title 

but if its description lacks detailed IT-related keywords, it might be displayed as the below 

output shows how 1st test works. 

 

Figure 5.1:Testing 'IT' keyword by user defined function test case 1 

Test 2: Checking Each Job Title Against Non-Related Keywords 

The process begins by identifying job titles that potentially contain non-IT related terms, using 

a predefined list of keywords like "Sales" or "Product." Employing list comprehension, each 

job title in the dataset is examined for the presence of any of these keywords, resulting in a list 

of potentially conflicting titles. Subsequently, among these titles, those that are still deemed to 

be IT-related despite containing non-IT-related keywords are removed from consideration. For 
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example, the title 'Manager- IT Business Analyst-Logistics' is recognized as an IT job and is 

thus excluded from the list of titles to be dropped. The remaining titles in the droppable list are 

then confirmed as non-IT jobs. After generating the droppable titles list, each keyword is 

applied to filter job listings, and the identified droppable titles are subsequently removed from 

consideration. This iterative approach helps refine the dataset, ensuring that only relevant IT 

job titles are retained for accurate analysis. 

 

Figure 5.2: Non related Job Titles under 'IT' Keyword 

This is the list of Droppable Titles associated with the “IT keyword”, It is copied from 

confusing Titles but a title: 'Manager- IT Business Analyst-Logistics' is removed from 

droppable titles because by scanning confusing titles it is considered an IT job 

 

Figure 5.3: List of Droppable Titles 

Prepare a Finalized List of Keywords for Splitting: 
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Based on the above tests, a finalized list of keywords is created to accurately split and filter IT 

jobs. The list below provides a glimpse of the keywords I have finalized; the complete list 

contains nearly 100 keywords. 

 

Figure 5.4: Preview of some Finalized List of keywords 

4.4.2 Phase 2: Apply Keywords or Sets of Keywords to Filter Jobs 

After finalizing the keywords related to IT jobs in the keyword analysis, the next step is to 

apply these keywords or sets of keywords associated with specific skills. This process is 

repeated for each keyword or set of keywords, and in each iteration, an Excel file is generated 

to organize the filtered job listings. 

There are two primary methods for applying keywords to segment IT jobs from non-IT jobs:  

i. filtering based on job descriptions  

ii. filtering based on job titles.  

Initially, I employed filtering based on job descriptions to identify IT-related roles. This 

approach involves scanning job descriptions for specific IT keywords or sets of keywords 

associated with relevant skills. However, as the project progressed, I found that filtering based 

on job titles offered a more efficient and accurate method for categorizing IT jobs. 

4.4.3 Filtering IT Jobs Based on Job Titles: 

i. Search Keywords in Job Titles: Utilize finalized IT-related keywords to filter job 

titles for relevant skills and terms. 

ii. Remove Irrelevant Titles: Eliminate titles identified in the droppable titles list to 

retain only pertinent IT job titles. 

iii. Save Filtered Listings: Organize filtered job listings into Excel files within the 

designated Filtered_Files folder. 
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iv. Iterate the Process: Repeat the filtering process for each keyword or set of keywords, 

ensuring comprehensive segmentation of IT jobs. 

4.4.4 Example of Segmenting app development jobs: 

Using the keyword "App," I found 166 job listings with 112 unique job titles containing that 

term. After removing 14 irrelevant titles identified in the droppable list during keyword 

analysis of ‘app’, the dataset was refined to 143 jobs with 98 unique job titles remaining. The 

filtered data frame has been saved as an Excel file named "k-

App_26_sep_to_26_nov_143_jobs_98_titles_v5_Feature_Eng_Processed.csv" in the 

Filtered_Files folder. 

 

Figure 5.5: Droppable Titles while splitting 'App' Jobs 

Below are the Jupiter Lab files used for filtering jobs and Excel files containing filtered IT 

jobs: 
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Figure 5.6: Filtered Excel and Jupiter Labs Files 

4.5 Concatenating Filtered IT Jobs in Filtered_Files-concatenated Folder: 

In this phase, the filtered IT job listings from individual Excel files within the Filtered_Files 

folder are concatenated into a single consolidated file. This consolidation simplifies the 

subsequent analysis process by providing a unified dataset.  

A consolidated CSV file was generated which has 4690 jobs with 1856 unique titles as shown 

by the name of the concatenated CSV file. 

 

4.5.1 Drop Duplicates from Concatenated Filtered File: Data Cleaning Phase 2: 

Following the concatenation process, it was observed that there were 956 duplicate entries 

identified based on Job IDs. These duplicates were subsequently removed during the data-

cleaning phase. After the removal of duplicates. The refined dataset is saved as an Excel file 

named "IT_roles_Linkedin_Job_Details_and_Job_Descriptions_26-sep-to-26-nov_3734-

jobs_1856-titles_20-features_Not-duplicated_v5_Feature_Eng_Processed.csv", stored within 

the "Filtered_Files-concatenated" folder. It contains a total of 3734 IT jobs with 1856 unique 
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job titles and 20 features. This file serves as the consolidated dataset for further analysis and 

insights extraction. 

4.6 EDA at the end of Segmentation 

In this exploratory data analysis (EDA) phase, the concatenated filtered dataset is subjected to 

further analysis to gain deeper insights into its characteristics. Details on the number of unique 

values and value counts for each feature provide a comprehensive understanding of the dataset's 

attributes. The following table shows some observations conducted in EDA after the 

segmentation of IT jobs. 

Table 5.1: EDA at the End of Segmentation of IT jobs 

How many Jobs or number of rows? 3734 

How many features or columns? 20 

How many  Unique job titles? 1856 

How many Unique companies? 1420 

How many Unique Cities? 49   

How many Unique provinces/Regions? 17 

How many Unique countries? 9 

How many Unique categories are in the company employee size 

feature? 

17 

How many Unique categories are in the company Industry feature? 62 
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6.1 Introduction to Data Preparation Phase 2: 

After filtering the IT jobs, we have separated the data, resulting in 3,734 IT job postings. In 

this section, we utilize this filtered IT jobs data to create more efficient features. This includes 

categorizing jobs into IT Fields, Sub-Fields, and Tools, and developing metrics for competition 

analysis, such as the applicants-to-hour ratio. These enhancements ensure our data is well-

prepared for detailed analysis, allowing us to generate insightful dashboards and reports on the 

IT job market in Pakistan. 

6.2 Why Categorization of IT Jobs is Needed: 

In the realm of Information Technology (IT), the landscape of job titles can be overwhelming 

and often lacks clarity regarding specific skill demands. To address the varied and diversified 

demands reflected in the dataset of 3734 IT jobs, categorization into fields, sub-fields, and tools 

is imperative. Here's why: 

i. Huge Job Titles: 

 With 1856 unique job titles, the dataset highlights the vast array of roles within the IT 

industry. From "Software Engineer" to "Data Scientist" to "Network Administrator," 

the job titles encompass a broad spectrum of responsibilities and skill requirements. 

 Categorization helps in simplifying this complexity by grouping similar job titles under 

overarching fields and sub-fields. For example, roles such as "Software Developer" and 

"Web Developer" can be categorized under the field of "Software Engineering." 

ii. Lack of Clarification: 

 Many job titles lack clarity regarding the specific skills and expertise needed for the 

role. For instance, a job title like "IT Specialist" could encompass a wide range of 

responsibilities, from technical support to system administration to cybersecurity. 

 By categorizing jobs into fields and sub-fields, the ambiguity surrounding job titles is 

reduced. Job seekers can better understand the skill requirements of each category, 

enabling them to tailor their applications accordingly. 
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iii. Necessary for Skills Analysis: 

 Analyzing the skills and competencies demanded by IT jobs is crucial for workforce 

planning and talent development. However, with such diverse job titles, conducting a 

skills analysis becomes challenging. 

 Categorization allows for a systematic assessment of skill demands within each field 

and sub-field. This analysis can reveal trends in skill requirements, such as the 

prevalence of programming languages in software engineering roles or the importance 

of cybersecurity skills in network security positions. 

6.3 Process of Grouping IT Jobs 

The process of grouping IT jobs involves several steps aimed at reducing the number of job 

titles and enhancing clarity regarding skill demands: 

i. Minimizing Job Titles: Similar job titles are consolidated into a single job title to 

streamline the recruitment process and eliminate redundancy. This consolidation is 

based on similarities in responsibilities, required skills, and qualifications. 

ii. Utilizing Filtered Data for Keyword Application: IT jobs filtered data is employed to 

apply a specific keyword or set of keywords representing a particular skill or 

competency. This allows for a more precise matching of job roles with the skills 

possessed by potential candidates. 

iii. Grouping into Job Title_2 Feature: Job titles are further categorized into a secondary 

feature, Job Title_2, based on specific keywords associated with each role.  

Example: 

This process filters job titles containing keywords related to app development (e.g., 'App', 

'Android', 'iOS', 'Mobile', 'Flutter', 'Xamarin', 'React Native', 'Swift', 'Kotlin', 'Ionic'), and 

assigns 'App Developer' to the 'Job Title_2' column for these entries, resulting in a refined 

categorization of job roles. 
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Figure 6.1: Grouping of Job Titles into 'Job Title2' Feature 

6.4 Process of Categorizing IT Jobs into IT Fields and Sub-Fields 

Categorization of IT jobs is based on the identification of IT fields, sub-fields, and tools, each 

serving a distinct purpose in organizing job roles: 

6.4.1 Identification of IT Fields:  

IT fields encompass broad areas of specialization within the industry, such as Software 

Engineering, Artificial Intelligence (AI), Networking, Cybersecurity, etc. These fields serve as 

the overarching categories for organizing IT jobs. 

Table 6.1: IT Fields 

Name of IT Field A short description 

Software Development Focuses on creating and maintaining software 

applications. 

Artificial Intelligence/Data 

Science 

Utilizes algorithms and data analysis to build intelligent 

systems. 

 

IT Support/IT Management Utilizes algorithms and data analysis to build intelligent 

systems. 
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Cyber security Protects systems and data from cyber threats. 

Web3.0/Block chain/Metaverse Develops decentralized technologies and virtual 

environments. 

Computer Networking Designs and maintains network infrastructures for data 

communication. 

 

6.4.2 Building IT Field Group Feature:  

The IT field group feature is derived from job titles, Job Title_2, and keyword matching.  

Example: 

This process assigns 'Artificial Intelligence/Data Science' to the 'Field Group' column for job 

titles classified as 'AI/Data Science/Machine Learning Engineer' or 'Data Mining Engineer' in 

the 'Job Title_2' column, resulting in a clear categorization of these roles under the broader 

AI/Data Science field. 

 

Figure 6.2: Formation of 'IT Field Group' Feature 

6.4.3 Identification of IT Sub-Fields:  

Sub-fields represent specialized domains within each IT field, providing further granularity in 

categorizing job roles. For example, within Software Engineering, sub-fields may include Web 

Development, Mobile App Development, Front End Development, etc. 
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Table 6.2: IT Sub-Fields 

 IT Sub-Field IT Field 

1 Mobile App Development Software Development 

2 Game Development Software Development 

3 Software Testing Software Development 

4 Cloud Development Software Development 

5 Cybersecurity Software Development 

6 Back-End Development Software Development 

7 Web Development Software Development 

8 Desktop Development Software Development 

9 Full-Stack Development Software Development 

10 DevOps Development Software Development 

11 Software Development Software Development 

12 Front-End Development Software Development 

13 Data Engineering Artificial Intelligence/Data Science 

14 Data Analytics/Business 

Intelligence 

Artificial Intelligence/Data Science 

15 Machine Learning/AI Artificial Intelligence/Data Science 

16 Data Science Artificial Intelligence/Data Science 
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There are a total of 22 sub-fields defined: 12 within Software Development, 7 within Data 

Science/AI, and one sub-field each for Cybersecurity, IT Support/IT Management, and 

Computer Networking. 

6.4.4 Building IT Sub-Field Feature:  

Similar to field identification, sub-field features are extracted using a combination of field 

groups, job titles, Job Title_2, and keyword matching. This helps in categorizing job roles into 

specific domains of expertise. 

Example: 

This process assigns 'Data Analytics/Business Intelligence' to the 'Sub-Field Group' column for 

job titles within the 'Artificial Intelligence/Data Science' field that contain keywords such as 

'Analyst', 'Analysis', 'Analytics', 'Business Intelligence', 'Tableau', 'Power BI', 'Power BI', 

'Excel', or 'BI', ensuring that relevant job roles are categorized under the appropriate sub-field. 

 

Figure 6.3:Formation of 'IT Sub-Field Group' Feature 

17 Computer Vision Artificial Intelligence/Data Science 

18 Natural Language Processing Artificial Intelligence/Data Science 

19 Data Mining/Data Annotation Artificial Intelligence/Data Science 

20 IT Support/IT Management IT Support/IT Management 

21 Web3.0/Blockchain/Metaverse Web3.0/Blockchain/Metaverse 

22 Computer Networking Computer Networking 
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6.5 Extraction of Tools/Platforms Feature:  

Tools refer to the technologies, platforms, and software applications commonly used within IT 

roles. Identifying and categorizing these tools allows for a more comprehensive understanding 

of skill requirements and job responsibilities. 

Below is a list of 89 Tools/Platforms to search these keywords in the Job Title or Job 

description. 

 

Figure 6.4: List of Tools/Platforms 

6.5.1 Extracting Tools/Platforms based on Job Titles: 

This process defines a list of tools and platforms, then assigns a value from this list to a new 

'Tools/Platforms' column in the Data Frame based on whether a job title contains any of these 

keywords, thereby identifying relevant technologies associated with each job role. 

 

Figure 6.5: Extraction of 'Tools and Platforms' Feature  from Job titles 
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The 'None' value in the 'Tools/Platforms' column indicates that no keyword from the defined 

list of tools and platforms was found in the job title, signifying that the job title does not 

explicitly mention any of the specified technologies. 

6.5.2 Extracting Tools/Platforms_2 based on Job Descriptions: 

This process defines a function to search for keywords from a list of tools and platforms within 

job descriptions, and then assigns the first matching keyword to a new 'Tools/Platforms_2' 

column in the Data Frame, with 'None' indicating that no specified tools or platforms were 

found in the job description or jobs description is null or inconsistent. 

 

Figure 6.6: Extraction of 'Tools/Platforms2' from Job descriptions 

 

6.6 Working on Extracting Competition Analysis Features: 

6.6.1 Exploring Numbers of Applicants Feature and Job Posting Time:  

This involves analyzing the distribution and characteristics of the number of applicants for each 

job posting to understand applicant behavior and job popularity. 

Table 6.3: Exploring unique and missing values in 'Number of applicants 'feature 

Number of Unique Values in Number of 

Applicants Feature 

396 

The data type of the Number of Applicants Feature Object /String 
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Missing values in the Number of Applicants 

Feature 

1489 

 

Table 6.4: Exploring unique and missing values in 'Job posting Time  'feature 

Number of Unique Values in Job Posting Time 

Feature  

40 

The data type of the Job Posting Time Feature Object /String 

Missing values in the Job Posting Time Feature 0 

 

Below are the first 30 unique values of the "Number of Applicants" feature, this feature needs 

to be converted to float to ensure accurate numerical analysis. 

 

Figure 6.7: Unique values in number of applicants Feature 

Below are the unique values of the "Job Posting Time " feature, this feature also needs to be 

converted to float to ensure accurate numerical analysis. 

 

Figure 6.8: Unique values in Job Posting Time Feature 
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6.7 Normalizing the Number of Applicants and Job Posting Time Feature  

6.7.1 Conversion of the Number of Applicants feature into numerical feature: 

As explored previously the Number of applicants has values in the form of a string that 

represents it as a categorical feature So it is necessary to convert the Number of Applicants 

feature into the numerical feature. So that is why the number of applicants is converted to Float. 

 

 

 

Figure 6.9:Converting Number of applicants into numerical 

 Below is the statistical Description of the Number of Applicants Feature. 

 

Figure 6.10: Statistical Distribution of 'Number of applicants' Feature 

6.7.2 Addressing Null Values in the Number of Applicants feature:  

Missing values in the Number of Applicants feature are addressed by filling it with the median 

value which is 42.0. 

6.7.3 Extracting Job Posting Time in only Numerical Form and Conversion into 

equivalent hours:  

This process converts 'job posting time' strings from weeks, days, minutes, and months into 

equivalent hours using a regular expression, applies this conversion to the entire 'job posting 

time' column in the Data Frame, and then removes the strings ' hours ago' and ' hour ago' to 

isolate the numerical values and convert into Float. 

 



CHAPTER 6                                                                                    DATA PREPARATION 2 

 

 

85 

 

 

 

 

 

 

 

 

 

Figure 6.11:Converting job posting time into hours numerical 

6.8 Building Competition Analysis Features 

6.8.1 Building Feature 'Time to Number of Applicants Ratio’: 

This process creates a new column, 'Time to Number of applicants Ratio', by dividing the 'job 

posting time' by the 'n_applicant' (Number of Applicants) for each row where 'n_applicant' is 

not zero, and assigning a value of zero where 'n_applicant' is zero. 

Equation 6.1: Time to Number of applicants Ratio 

Time to Number of Applicants Ratio=   Job Posting Time/ Number of Applicants 

6.8.2 Using "Time to Number of Applicants Ratio" for Competition Analysis: 

This ratio indicates how many hours a job posting has been live per applicant. 

 Less Ratio, More Competition: A lower ratio means many applicants quickly, 

indicating high competition for the job. 

 More Ratio, Less Competition: A higher ratio means fewer applicants over time, 

indicating lower competition for the job. 

6.8.3 Building a New Feature: Applicants to Hour Ratio 

This Process Creates a new column, 'Applicants to Hour Ratio', by dividing the 'n_applicant' 

(Number of Applicants) by the 'job posting time'. 
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 Mathematical formula:  

                   

Equation 6.2: Applicants to Hour ratio 

Applicants to Hour Ratio =Number of Applicants/ Job Posting Time 

6.8.4 How Applicants to Hour Ratio Can Be Utilized for Competition Analysis 

 More Ratio, More Competition: A higher ratio means more applicants per hour, 

indicating higher competition for the job. 

 Less Ratio, Less Competition: A lower ratio means fewer applicants per hour, 

indicating lower competition for the job. 

 Direct Relation: This ratio has a direct relationship with competition: more applicants 

per hour signifies higher competition. 

 Insights: 

 For Specific Jobs: Determine the number of applicants per hour for a specific job 

or a set of jobs. 

 Efficiency: The applicants-to-hour ratio is an efficient metric for analyzing the 

competitiveness of job postings. 

6.8.5 Which is better? Applicants to Hour Ratio OR Time to Number of Applicants Ratio: 

The applicants-to-hour ratio is a better metric for competition analysis due to its ability to 

provide real-time, precise, and easily interpretable insights into the competitiveness of job 

postings, compared to the more historical and averaged perspective offered by the Time-to-

number of Applicants Ratio. I utilized this feature for competition analysis later on by building 

dashboards and reporting tools, which enabled dynamic and insightful visualizations of job 

market trends and competition levels. 

6.9 Exploring Other Possibilities to Make New Features 

Exploring other possibilities to enrich feature sets involves considering aspects beyond the 

immediate dataset. For instance, while job descriptions and company info contain potentially 
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valuable insights, certain attributes such as the number of employees and company industry 

already captured through the extraction of company size and industry. Nonetheless, job 

descriptions offer a wealth of untapped potential, including detailed insights into required 

skills, educational prerequisites, qualifications, and offered benefits. However, extracting 

meaningful features from job descriptions poses significant challenges due to their unstructured 

nature, often compounded by incomplete or null values. Leveraging advanced Natural 

Language Processing (NLP) techniques becomes essential in unraveling the complexities 

inherent in job descriptions, enabling the extraction of valuable insights despite the inherent 

difficulties. 

6.9.1 Extraction of Education Requirement Status: 

This process checks if specific education-related keywords are present in the job descriptions 

of the Data Frame and assign 'Yes' to the 'Education Requirement Status' column if any of the 

keywords are found, and 'No' if none of the keywords are found. 

 

Figure 6.12: Education and Degree related keywords 
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The below process involves counting the occurrences of 'Yes' and 'No' values in the 'Education 

Requirement Status' column of the Data Frame, revealing that 2596 job postings specify 

education requirements while 1127 do not. 

 

Figure 6.13: Value Count of Education Requirement Status 'Yes' or No' 

6.9.2 Why Job Description and Company Info Feature is Not Utilized Much: 

There are several reasons why job descriptions and company information features are not 

extensively utilized for skills analysis: 

i. Null Values: Many job postings may have missing (null) values in these fields, leading 

to incomplete data that is difficult to analyze accurately. 

ii. Incomplete Descriptions: Some job descriptions may be very short, with fewer than 

20 characters, providing insufficient information for meaningful analysis. 

iii. Unstructured Text: Job descriptions and company information often contain 

unstructured text, making it challenging to extract useful data without advanced natural 

language processing (NLP) techniques. 

iv. Relevance: Compared to other structured data like job titles, locations, and applicant 

numbers, job descriptions, and company information might offer less immediate insight 

for skills analysis, as they are more variable and less consistent in describing skills and 

requirements. 
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7.1 Data Visualization: 

The last phase of the data analytics project is Data Visualization and Reporting. In this section, 

we explore various methods to visualize data, demonstrating how effective visualization can 

enhance the understanding of complex datasets. This part of the project covers the techniques 

and tools used for data visualization, specifically focusing on Python and Power BI. By 

leveraging these tools, we can create insightful and interactive visualizations that support the 

findings and conclusions of the project, making the data more accessible and actionable for 

stakeholders. 

7.2 Concepts of data visualization: 

7.2.1 Data visualization and its importance: 

 Definition: Data visualization is the graphical representation of information and data. 

It uses visual elements like charts, graphs, and maps to help viewers understand trends, 

patterns, and insights in data. 

 Importance: It enhances data comprehension, aids decision-making, and 

communicates complex information effectively. 

7.2.2 Data Visualization in Python: 

 Libraries: Python offers various libraries like Matplotlib, Seaborn, and Plotly for data 

visualization. 

7.2.3 Types of Charts and Graphs: 

Python supports various charts and graphs, including horizontal and vertical bar charts, pie 

charts, and count plots. Sub-plots are suitable for different data types and analysis purposes. 

7.2.4 Numerical Analysis vs. Categorical Analysis: 

 Numerical Analysis: Involves quantitative data analysis, dealing with numbers and 

measurements. 

 Categorical Analysis: Focuses on qualitative data analysis, dealing with categories or 

labels. 
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7.3 Data Visualization in Python Project Structure: 

Data visualization in Python is completed in Five Stages which are explained below: 

7.3.1 Data Visualization in Skills Analysis: 

 Visualizing Field Group: This process creates a horizontal bar chart to display the 

count of jobs by "Field Group," followed by a pie chart illustrating the percentage 

distribution of employment across these field groups. It then generates a series of 

subplots for each field group to show detailed distributions, including the top 20 

companies, top 10 cities, remote/onsite status, top 10 industries, types of employment, 

and experience levels. 

 Visualizing Sub-Field Group: This process starts by creating a horizontal bar chart to 

display the count of jobs by "Sub-Field Group," followed by a pie chart illustrating the 

percentage distribution of jobs across these sub-field groups. It then generates a series 

of subplots for each sub-field group to show detailed distributions, including the top 20 

companies, top 10 cities, remote/onsite status, top 10 industries, types of employment, 

and experience levels. 

7.3.2 Data Visualization in Company Analysis: 

 Visualizing Company Data with Bar and Pie Charts: This process first creates a 

horizontal bar chart to display the top 20 companies by number of jobs, followed by pie 

charts showing the percentage of these top 20 companies out of the total number of 

companies and jobs. It then generates detailed subplots for each of these top 20 

companies, illustrating distributions of field groups, cities, remote/onsite status, 

industries, types of employment, and experience levels. 

7.3.3 Data Visualization in Geography Analysis: 

 Visualizing City Feature with Bar and Pie Charts: This process starts with a 

horizontal bar chart showing the top 20 cities by job count, then displays two pie charts 

representing the top 10 cities' percentage out of all 57 cities and by number of jobs. It 

concludes with detailed subplots for each of the top 20 cities, illustrating distributions 
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of field groups, companies, remote/onsite status, industries, types of employment, and 

experience levels. 

 Visualizing Region/Province Data with Bar and Pie Charts: This process begins 

with a horizontal bar chart depicting the job counts across different regions/provinces, 

followed by a pie chart that shows the percentage distribution of jobs among the 

regions/provinces. It then provides detailed subplots for the top 20 regions/provinces, 

displaying distributions of field groups, companies, remote/onsite status, industries, 

types of employment, and experience levels. 

 Visualizing Country Data with Pie and Bar Charts: This process involves creating 

a pie chart that displays the percentage distribution of jobs across different countries, 

followed by a horizontal bar chart to illustrate the job counts in each country. 

7.3.4 Data Visualization in Job Nature Analysis: 

 Visualizing Remote/Onsite Job Data with Count Plots and Pie Chart: This process 

includes generating multiple visualizations, starting with count plots to display the 

distribution of jobs based on Remote/Onsite status, Job Type, and Experience Level, 

followed by a pie chart showing the percentage breakdown of Remote/Onsite jobs, and 

detailed bar plots for each Remote/Onsite category across various job-related attributes. 

 Visualizing Type of Employment Data with Count Plots and Pie Charts: This 

process involves creating visualizations starting with count plots to show the 

distribution of jobs based on Type of Employment, both overall and segmented by 

Remote/Onsite status and Experience Level, followed by a pie chart illustrating the 

percentage distribution of Types of Employment, and detailed bar plots for each 

employment type category across various job-related attributes. 

 Visualizing Experience Level Data with Count Plots and Pie Charts: This process 

involves generating count plots to display the distribution of jobs by Experience Level, 

including breakdowns by Job Type and Remote/Onsite status, followed by a pie chart 

illustrating the percentage distribution of jobs across different Experience Levels. 
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7.3.5 Data Visualization in Industry Analysis: 

 Visualizing the Number of Employees (Company Employee Size) in the Company: 

This process involves creating a horizontal bar plot to show the top 20 companies by 

the number of employees, followed by a pie chart depicting the percentage distribution 

of jobs across different company sizes based on the number of employees. 

 Visualizing Company Industry Distribution: This process involves creating a pie 

chart to show the percentage distribution of jobs across different industries, followed 

by a horizontal bar plot to depict the top 20 sectors by the number of jobs. 

 

7.3.6 Preview of Horizontal Charts, Pie Charts, and Subplots in Python 

 A horizontal bar chart to display the count of jobs by "Field Group": 

 

Figure 7.1: Horizontal bar chart to show value count of IT fields 

 A pie chart illustrating the percentage distribution of IT jobs across 6 IT Fields.

 

Figure 7.2: Pie chart to show percentage distribution  

 Subplots for the Software Development Field showcasing detailed distributions:  

 Top 20 companies, Top 10 cities, Remote/Onsite status, Top 10 industries, Types of 

employment, and Experience levels 
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Figure 7.3: Dashboard of Sub-Plots to show detailed Distribution of jobs with respect to 

other features 

 Subplots for AI Fields showcasing detailed distributions: Top 20 companies, Top 10 

cities, Remote/Onsite status, Top 10 industries, Types of employment, and Experience 

level.

 

7.4 Data Visualization and Dashboard Building in Power BI 

In today's data-driven world, the ability to effectively analyze and visualize data is crucial for 

making informed decisions. Power BI, a powerful business intelligence tool developed by 
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Microsoft, offers a comprehensive platform for creating interactive and insightful dashboards. 

This thesis explores the significance of Power BI in data visualization and dashboard building, 

focusing on its various features and capabilities. 

Why Power BI: Power BI stands out as a preferred choice for data visualization due to its 

user-friendly interface, robust functionality, and seamless integration with other Microsoft 

products. Its ability to connect to multiple data sources, perform complex data transformations, 

and generate interactive reports makes it an indispensable tool for businesses seeking to harness 

the power of their data. 

Dashboard Building: Dashboard building in Power BI involves the creation of visualizations 

that provide a comprehensive overview of key performance indicators (KPIs) and trends within 

an organization. These dashboards can be customized to suit specific business needs, allowing 

users to monitor performance, identify areas for improvement, and make data-driven decisions. 

KPIs: Key Performance Indicators (KPIs) are essential metrics used to evaluate the success of 

an organization or specific activities within it. In Power BI, KPIs can be visualized using 

various charts and graphs, providing stakeholders with real-time insights into performance 

against predefined targets or benchmarks. 

Types of Charts: Power BI offers a wide range of chart types to visualize data effectively. 

These include row charts, column charts, pie charts, and more. Each chart type has its 

advantages and is selected based on the nature of the data and the insights required. 

Additionally, Power BI allows for the implementation of filters to drill down into specific data 

subsets, enhancing the overall dashboard experience. 

7.5 Structure of Power BI Dashboard 

The Power BI dashboard is structured to provide comprehensive insights into various aspects 

of IT job trends, encompassing skills analysis, company analysis, geography analysis, and 

employment-related metrics. Each section of the dashboard focuses on specific dimensions of 

IT job trends, allowing stakeholders to gain actionable insights and make informed decisions. 
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7.5.1 IT Jobs Trends Analysis: 

 This page offers an overarching analysis of IT job trends, covering skills, geography, and job 

nature. It provides a holistic view of the IT job market landscape, highlighting key trends and 

patterns. 

7.5.2 Skills Analysis based on IT Fields: 

Focused on six major IT fields, this section delves into the number of jobs and competition 

within each field. It helps identify the demand for specific IT skills and the level of competition 

in the market. 

7.5.3 Skills Analysis based on IT Sub-Fields: 

Zooming in further, this page examines 22 IT sub-fields, providing insights into job trends and 

competition at a more granular level. It helps stakeholders understand the nuances of different 

IT specializations. 

7.5.4 Skills Analysis Based on IT Tools/Platforms: 

This section explores job trends and competition related to 47 IT tools and platforms. It sheds 

light on the popularity and demand for specific technologies within the IT job market. 

7.5.5 Company Analysis: 

Focused on 1420 IT companies, this page analyzes the number of jobs and competition among 

different companies. It helps stakeholders identify key players in the IT industry and assess 

their market presence. 

7.5.6 City-Based Geography Analysis: 

Examining job trends across 49 cities, this section provides insights into the distribution of IT 

jobs and competition at the city level. It helps stakeholders understand regional variations in 

the IT job market. 

7.5.7 Province/Region-based Geography Analysis: 

This page explores job trends and competition across 17 provinces/regions. It highlights 

regional disparities in the IT job market landscape, enabling stakeholders to tailor their 

strategies accordingly. 
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7.5.8 Country-based Geography Analysis: 

Focusing on nine countries, this section provides a comparative analysis of IT job trends and 

competition at the national level. It helps stakeholders identify lucrative markets and potential 

expansion opportunities. 

7.5.9 Employment Type Analysis: 

Examining six types of employment, this page analyzes job trends and competition across 

different employment arrangements. It provides insights into the prevalence of full-time, part-

time, contract, and freelance positions in the IT industry. 

7.5.10 Onsite/Remote Analysis: 

This section analyzes job trends and competition based on onsite/remote work arrangements 

across four categories. It sheds light on the growing trend of remote work and its impact on the 

IT job market. 

7.511 Seniority Level (Experience Level) Analysis: 

Focused on seven categories of seniority levels, this page examines job trends and competition 

across different career stages. It helps stakeholders understand the distribution of job 

opportunities based on experience and expertise. 

7.5.12 Company Employee Size Analysis: 

Examining job trends and competition across nine categories of company employee size, this 

section provides insights into the hiring practices of companies based on their workforce size. 

7.5.13 Company Industry-based Analysis: 

Focused on 62 categories of company industries, this page analyzes job trends and competition 

across various sectors. It helps stakeholders identify emerging industries and assess their 

potential for growth in the IT job market. 

7.5.14 Preview of IT Jobs Trends and Skills Analysis Dashboards: 

The dashboards presented below provide a glimpse into the IT Jobs Trends Analysis on page 

1 and Skills Analysis on page 2, offering insights into the overall landscape of IT job trends 

and the specific skill sets in demand within the industry. 
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 IT Jobs Trends Analysis Dashboard 

 IT Field-based Skills Analysis Dashboard 

 

Figure 7.4: Power BI dashboard for overall Jobs Trends Analysis page 1 

 

Figure 7.5: Power BI dashboard for Skills Analysis based on IT Fields
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8.1 Introduction Results and Discussion: 

This chapter presents a detailed analysis of the IT job market in Pakistan, highlighting key 

findings and trends. Through this comprehensive analysis, all research questions posed in this 

study are addressed. The visualization of data, accompanied by detailed descriptions and 

analyses, supports the findings of the project. 

The chapter examines jobs from multiple perspectives, including skills demand, geographical 

distribution, company-specific patterns, industry-based distribution, and competition analysis. 

Overall, the "Results and Discussion" chapter provides strategic insights for job seekers, 

educators, and policymakers to enhance the IT job market in Pakistan, answering all the 

research questions and supporting the project’s findings with detailed analysis and 

visualization. 

8.2 Skills Analysis: 

A key question in the IT job market is identifying which fields, programming languages, and 

tools have the highest demand, as well as understanding the competition for these jobs. This 

section provides an in-depth skills demand analysis divided into three parts: 6 IT Fields, 22 IT 

Sub-Fields, and 47 Tools/Programming Languages. 

8.2.1 Skills Analysis based on IT Fields: 

Jobs by IT Fields 

The job market in IT is heavily dominated by software development, which accounts for 

75.76% of the total job openings with 2829 positions available. This high demand underscores 

the critical role of software developers in the tech industry, as they are essential for creating, 

maintaining, and improving software systems and applications.  

Artificial Intelligence (AI) and Data Science also represent a significant portion of the job 

market, with 753 job openings making up 20.17%. These fields are growing rapidly due to their 

big data, machine learning, and predictive analytics applications.  
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In contrast, IT Support/IT Management, Cyber Security, Web 3.0/Blockchain/Metaverse, and 

Computer Networking collectively hold a minor market share, with job openings ranging from 

87 to 16, indicating more specialized and niche opportunities. 

 

 

Figure 8.1: Distribution of Jobs across IT Fields 

Applicants by IT Fields (Competition Score: Number of Applicants Per Hour) 

The competition for jobs varies significantly across different IT fields. Artificial Intelligence 

and Data Science are the most competitive, with 3.51 applicants per job. This high level of 

competition reflects the popularity and attractiveness of these fields, driven by the increasing 

importance of data-driven decision-making in businesses. IT Support/IT Management also 

faces high competition, with 2.19 applicants per job, suggesting a saturated job market. In 

contrast, Software Development has a more balanced scenario with 1.35 applicants per job, 

indicating ample opportunities relative to the number of job seekers. Fields like Cyber Security, 

Web3.0/Blockchain/Metaverse, and Computer Networking have the lowest competition, with 
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less than one applicant per job, highlighting these as areas with potential for easier entry for 

those with the right skills. 

 

Figure 8.2: Competition by IT Fields 

Combined Strategic Insights 

Combining the insights from job availability and competition levels provides a strategic 

overview for job seekers in the IT field. Software Development offers the most opportunities 

with moderate competition, making it a lucrative option for those with the necessary skills and 

qualifications. Artificial Intelligence and Data Science, while also offering a significant number 

of jobs, are highly competitive, requiring job seekers to have advanced expertise to stand out. 

On the other hand, IT Support/IT Management presents a challenging landscape due to limited 

job availability and high competition. For those seeking less crowded job markets, specialized 

fields like Cyber Security, Web 3.0/Blockchain/Metaverse, and Computer Networking offer 

fewer job openings but also significantly lower competition, presenting opportunities for 

individuals with niche skills to secure positions more easily. By aligning their career strategies 

with these market dynamics, job seekers can optimize their chances of success in the IT 

industry. 

8.2.2 Skills Analysis based on IT Sub-Fields: 

Jobs by IT Sub-Fields: 

The job market in IT is diverse, with Software Development leading significantly with 997 job 

openings, accounting for 26.75% of the total IT jobs. This is followed by Data 

Analytics/Business Intelligence and Back-End Development, which offer 353 (9.45%) and 346 
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(9.27%) jobs respectively. Other prominent sub-fields include Mobile App Development (307 

jobs), Web Development (247 jobs), and Full-Stack Development (216 jobs). While fields like 

Cyber Security (31 jobs), Web 3.0/Blockchain/Metaverse (18 jobs), and Natural Language 

Processing (2 jobs) have fewer openings, they still represent critical, specialized areas within 

the IT landscape. 

 

 

Figure 8.3: Distribution of Jobs across IT Sub-Fields 
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Applicants by IT Sub-Fields (Competition Score: Number of Applicants Per Hour): 

Competition for jobs varies widely across IT sub-fields. Computer Vision and Data Science 

face the highest competition, with 9.18 and 8.93 applicants per job, respectively. Data 

Analytics/Business Intelligence and Natural Language Processing also experience high 

competition ratios of 3.97 and 3.84 applicants per job. Meanwhile, Software Development, 

despite its large number of openings, has a moderate competition level with 1.71 applicants per 

job. Sub-fields such as IT Support/IT Management and Front-End Development also see 

relatively high competition with 2.19 and 2.68 applicants per job, respectively. Lower 

competition is observed in specialized areas like Web 3.0/Blockchain/Metaverse (0.53 

applicants per job) and Cyber Security (0.62 applicants per job). 

 

Figure 8.4: Competition by IT Sub-Fields 

Combined Strategic Insights: 

The analysis of job availability and competition within IT sub-fields reveal strategic insights 

for job seekers. Software Development, with its ample job opportunities and moderate 

competition, is an attractive field for those equipped with the necessary skills. Data 

Analytics/Business Intelligence and Back-End Development also present numerous 
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opportunities, though with varying levels of competition. Conversely, sub-fields like Computer 

Vision and Data Science, despite offering fewer positions, are highly competitive, suggesting 

a need for advanced qualifications and expertise to succeed. Specialized fields such as 

Web3.0/Blockchain/Metaverse and Cyber Security, although having fewer job openings, 

present less competition, providing advantageous opportunities for individuals with specific 

skill sets. Job seekers should consider these dynamics to align their career strategies with 

market demands effectively. 

8.2.3 Skills Analysis based on IT Tools / Platforms: 

IT Jobs by Tools/Platforms: 

The analysis of IT jobs by tools and platforms reveals that Java is the most in-demand skill, 

accounting for 23.89% of job openings. Python follows with 15.96%, and 'Not Specified' roles 

make up 14.43%. Unity is also significant with 14.19% of job openings. Excel, Rust, and C# 

also feature prominently, highlighting the diverse technical requirements across the industry. 

Other notable tools include PHP, Git, Swift, Typescript, Oracle, and C++, each contributing a 

smaller but still significant share of job openings. These findings emphasize the importance of 

proficiency in various programming languages, software tools, and platforms to meet the 

demands of the job market. 
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Figure 8.5: Distribution of Jobs across Tools/platforms 

Applicants by Tools/Platforms (Competition Score: Number of Applicants Per Hour): 

When evaluating the competition for jobs across these tools and platforms, Rust stands out with 

a high competition score of 11.26, indicating intense competition for positions requiring Rust 

skills. Power BI follows with a score of 3.99, and 'Not Specified' roles see a score of 2.92. Ruby 

and React also experience significant competition, with scores of 2.74 and 2.62, respectively. 

Tools like Excel and Python have moderate competition levels, with scores of 2.48 and 1.91. 

Unity, IBM, and Kotlin show lower but notable competition, with scores around 1.5 to 1.35. 
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Java, despite having the most job openings, sees a relatively low competition score of 0.95. 

Other tools such as AWS, HTML, and Swift have even lower competition, ranging between 

0.87 and 0.81, indicating better opportunities for job seekers with these skills. 

 

 

Figure 8.6: Competition by Tools/platforms 

Combined Strategic Insights 

The combined analysis of job availability and competition provides strategic insights for job 

seekers. Java, with the highest number of job openings and a low competition score, offers 

significant opportunities for those proficient in this language. Similarly, Python, Unity, and C# 

also present good prospects, balancing a substantial number of job openings with manageable 

competition. Conversely, while tools like Rust and Power BI have fewer job openings, they 

experience very high competition, suggesting that job seekers need to possess exceptional skills 

to stand out. Tools such as React and Ruby also require a competitive edge due to their higher 

applicant scores. On the other hand, tools like AWS, HTML, and Swift, with their lower 

competition scores, provide advantageous opportunities for individuals to secure positions 

more easily. By understanding these dynamics, job seekers can tailor their skill development 

and job search strategies to align with market demands and competition levels effectively. 
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Additionally, staying updated with emerging tools and technologies can further enhance job 

prospects in this competitive landscape. 

8.3 Company Analysis: 

After understanding which skills are in demand, the next crucial aspect to examine is which 

companies are at the forefront of the IT job market. This section delves into company analysis, 

identifying the top employers, their hiring trends, and the competitive landscape. 

IT Jobs by Companies 

In the analysis of IT jobs among the top 20 companies, Crossover leads with 506 job openings, 

representing 13.55% of the total among these companies. Turing follows with 215 jobs 

(5.76%), and Afiniti holds a smaller share at 74 jobs (1.98%). Other notable companies include 

HR Ways - Hiring Tech Talent with 39 jobs (1.04%), Dubizzle Labs with 35 jobs (0.94%), 

Zones IT Solutions with 31 jobs (0.83%), and Motive also with 31 jobs (0.83%). Companies 

like TCP Software, Gelato, CureMD, and Teradata also have significant job offerings, each 

contributing 27 jobs (0.72%) to the job market. These top 20 companies account for only 1.4% 

of the total 1420 companies but hold a significant 32.8% of the total jobs, highlighting their 

dominant presence in the job market. The remaining 67.2% of jobs are distributed among the 

other companies. 
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Figure 8.7: Distribution of Jobs across Top 20 companies 

Applicants by Companies (Competition Score: Number of Applicants Per Hour): 

The competition for jobs across these top 20 companies shows significant variation. Motive 

experiences the highest competition score with 32.34 applicants per hour, indicating intense 

competition for positions at this company. Zones IT Solutions follows with a score of 8.78, and 

GfK - An NIQ Company sees a score of 3.47. TCP Software and Daraz also experience notable 

competition, with scores of 3.41 and 3.12, respectively. Crossover, despite having the most job 
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openings, has a moderate competition score of 2.84, suggesting it remains a popular choice 

among applicants. CureMD, Dubizzle Labs, and ibex show varying levels of competition, 

highlighting the competitive landscape in the job market across these companies. 

 

Figure 8.8: Competition by Top twenty companies 

Overall Competition in the Job Market: 

The broader job market also presents significant competition. WebFX tops the list with a 

staggering 90.71 applicants per hour, followed by Tree Top Staffing LLC with 58.88, and 

Motive with 32.34. Other high-competition companies include BrainCX (25.85), UN Women 

(22.62), and Goodwork (22.15). While Motive appears both in the top 20 companies and high-

competition lists, others like Zones IT Solutions also show significant competition with 8.78 

applicants per hour. Understanding these competition dynamics across all companies, not just 

the top 20, can provide job seekers with a comprehensive view of the market, helping them 

make informed decisions about where to apply based on both job availability and competitive 

pressure. 
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Figure 8.9: Top twenty companies by competition score 

Combined Strategic Insights: 

Combining job availability and competition data provides strategic insights for job seekers. 

Crossover, with 506 jobs and a moderate competition score of 2.84, offers significant 

opportunities for applicants. Similarly, Turing (215 jobs) and Afiniti (74 jobs) present 

reasonable prospects due to their balanced job openings and lower competition scores. In 

contrast, Motive, despite having fewer job openings (31), faces very high competition with 

32.34 applicants per hour, suggesting that candidates need exceptional skills and qualifications 

to succeed there. Zones IT Solutions (31 jobs) and GfK - An NIQ Company (23 jobs) also 

show high competition, emphasizing the need for job seekers to stand out. Companies like TCP 

Software (27 jobs) and Daraz (21 jobs), with moderate competition scores, provide viable 

opportunities for candidates with relevant skills. These top 20 companies, holding 32.8% of 

the total jobs, play a crucial role in the job market, and understanding these dynamics helps job 

seekers prioritize their applications and focus on companies that align with their skills and 

competitive advantage, ultimately enhancing their chances of securing employment. 

8.4 Geography Analysis: 

Understanding the geographical distribution of IT job opportunities is crucial for job seekers 

and policymakers alike. This section addresses important questions about which cities, 

provinces, and regions, including foreign countries, post the most jobs in Pakistan. We can 

identify the top cities and provincial hubs for IT jobs by analyzing the geographic data. 
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Additionally, this analysis includes an assessment of job competition across these regions, 

providing insights into the competitive landscape. 

8.4.1Geography Analysis based on City: 

Jobs by Top 20 Cities: 

In the analysis of IT job distribution among the top 20 cities, Lahore leads with 1,198 job 

openings, representing 32.08% of the total jobs in these cities. Karachi follows with 858 jobs 

(22.98%), and Islamabad holds 720 jobs (19.28%). Other notable cities include Pakistan as a 

general location (these are not city-specific) jobs with 486 jobs (13.02%), Rawalpindi with 187 

jobs (5.01%), and Faisalabad with 57 jobs (1.53%). Smaller cities such as Peshawar (46 jobs, 

1.23%), Punjab (All cities of Panjab) (35 jobs, 0.94%), Multan (23 jobs, 0.62%), and 

Hyderabad (21 jobs, 0.56%) also contribute to the job market. These top 20 cities account for 

a significant portion of IT jobs, emphasizing their importance as hubs for employment 

opportunities in the IT sector. 

 

Figure 4.10: Distribution of Jobs across top twenty cities 
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Applicants by Cities (Competition Score: Number of Applicants Per Hour) 

The competition for IT jobs varies significantly across the top 20 cities. Hyderabad experiences 

the highest competition score with 4.23 applicants per hour, indicating intense competition for 

positions in this city. The general location "All Pakistan" follows with a score of 3.51, and 

Rawalpindi has a score of 1.75. Other notable cities include Islamabad with a score of 1.62, 

Karachi with 1.25, and Lahore with 1.08. Cities like Jamshoro (0.67), Okara (0.56), Jhelum 

(0.55), and Multan (0.38) show varying levels of competition, highlighting the competitive 

landscape for job seekers across different locations. 
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Figure 8.11: Competition by Top twenty companies 

Combined Strategic Insights: 

Combining job availability and competition data provides strategic insights for job seekers. 

Lahore, with 1,198 jobs and a moderate competition score of 1.08, offers significant 

opportunities for applicants. Similarly, Karachi (858 jobs) and Islamabad (720 jobs) present 

substantial prospects due to their large number of job openings and moderate competition 

scores. In contrast, Hyderabad, despite having fewer job openings (21), faces very high 

competition with 4.23 applicants per hour, suggesting that candidates need exceptional skills 

and qualifications to succeed there. The general location "All Pakistan" also shows high 

competition with a score of 3.51, emphasizing the need for job seekers to stand out in these 

areas. 

It is noteworthy that the top 10 cities in Pakistan, out of a total of 49 cities, hold a staggering 

97.2% of the total job openings, leaving the remaining 39 cities with just 2.8% of the jobs. This 

surprising disparity underscores the concentration of IT job opportunities in major urban 

centers, making them critical areas for job seekers to target. 

8.4.2 Geography Analysis based on Regions or Provinces: 

IT Jobs by Regions/Provinces 



CHAPTER 8                                                                      RESULTS AND DISCUSSION  

 

 

115 

 

In the analysis of IT job distribution across various regions and provinces in Pakistan, the top 

regions emerge as follows: Punjab leads with 1,546 job openings, constituting 41.82% of the 

total. Sindh follows with 884 jobs (23.91%), and Islamabad Capital Territory has 715 jobs 

(19.34%). Pakistan, as a general location, accounts for 486 jobs (13.15%). Khyber 

Pakhtunkhwa offers 54 jobs (1.46%), while Baluchistan has 11 jobs (0.30%), and Gilgit-

Baltistan offers 1 job (0.03%). These regions collectively represent the primary hubs for IT job 

opportunities in Pakistan. 

 

 

Figure 8.12: Distribution of Jobs across Provinces in Pakistan 

Applicants by Regions/Provinces (Competition Score: Number of Applicants Per Hour): 

The competition for IT jobs varies significantly across these regions: Baluchistan experiences 

the highest competition score with 5.71 applicants per hour, followed by Pakistan with a score 

of 3.51. Islamabad Capital Territory has a score of 1.62, Sindh and Punjab have scores of 1.32 

and 1.09, respectively. Khyber Pakhtunkhwa faces relatively lower competition with a score 

of 0.30, while Gilgit-Baltistan has a competition score of 0.20. These scores underscore the 

competitive landscape for job seekers in different regions, with some areas presenting notably 

higher challenges than others. 
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Figure 8.13: Competition by Provinces in Pakistan 

Combined Strategic Insights: 

Combining job availability and competition data provides valuable strategic insights for job 

seekers. Punjab, with 1,546 jobs and a moderate competition score of 1.09, offers significant 

opportunities for applicants. Similarly, Sindh (884 jobs) and Islamabad Capital Territory (715 

jobs) present substantial prospects due to their large number of job openings and moderate 

competition scores. In contrast, Baluchistan, despite having only 11 job openings, faces 

extremely high competition with a score of 5.71, suggesting that candidates need exceptional 

skills and qualifications to succeed there. Understanding these dynamics helps job seekers 

prioritize their applications and focus on regions that align with their skills and competitive 

advantage, ultimately enhancing their chances of securing employment. 

8.4.3 Geography Analysis based on Country: 

IT Jobs by Country: 

In the analysis of IT job distribution across countries, Pakistan leads significantly with 3,697 

job openings, representing 99.01% of the total among these countries. Other regions such as 

Asia-Pacific Japan (APJ), Asia-Pacific (APAC), Middle East and North Africa (MENA), South 

Asia, India, Uganda, Turkey, and Austria have relatively fewer job openings. APJ, representing 

a regional area, has the highest count after Pakistan, with 15 job openings (0.40%), followed 

by APAC with 8 jobs (0.21%). South Asia, India, MENA, Uganda, Turkey, and Austria each 

contribute minimally, with job counts ranging from 1 to 6. 
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Figure 8.14: Distribution of Jobs across Countries 

Applicants by Country (Competition Score: Number of Applicants Per Hour): 

The competition for IT jobs varies significantly across these countries. APJ, a regional area, 

experiences the highest competition score with 55.29 applicants per hour, indicating intense 

competition for positions in this region. South Asia follows with a score of 6.93, and APAC 

has a score of 3.40. Pakistan, despite having the most job openings, still faces notable 

competition with a score of 1.57. India, Turkey, Austria, MENA, and Uganda also experience 

varying levels of competition, emphasizing the competitive landscape in the job market across 

these regions. 

 

Figure 8.15: Competition by Countries 

Combined Strategic Insights: 

Combining the job availability and competition data provides strategic insights for job seekers. 

Pakistan, with its significant number of job openings and moderate competition score, offers 

substantial opportunities for applicants. APJ, despite representing a regional area and having 

fewer job openings, faces extremely high competition, suggesting that candidates need 

exceptional skills and qualifications to succeed there. Other regions like APAC, South Asia, 



CHAPTER 8                                                                      RESULTS AND DISCUSSION  

 

 

118 

 

India, Turkey, Austria, MENA, and Uganda also present varying levels of competition, 

highlighting the importance for job seekers to understand regional dynamics and tailor their 

applications accordingly to maximize their chances of securing employment. 

8.5 Job Dynamics Analysis: 

Job dynamics analysis is divided into three parts: Work Arrangement Analysis, Type of 

Employment Analysis, and Experience Level Analysis. The major questions addressed in this 

section include which types of jobs are in higher demand, such as Full-Time vs. Part-Time and 

Remote vs. Onsite positions. Additionally, the analysis examines the competition within these 

job categories, providing a comprehensive overview of the employment landscape. 

8.5.1 Job Dynamics Analysis based on Work Arrangement: 

IT Jobs by Work Arrangement(Remote/Onsite): 

In the analysis of IT job distribution based on work arrangement, on-site positions lead 

significantly with 2,184 job openings, constituting 58.49% of the total. Remote positions 

follow closely with 1,179 jobs (31.57%), while hybrid roles account for 273 jobs (7.31%). A 

smaller portion of job postings, 98 in total, does not specify the work arrangement. 

 

Figure 8.16: Distribution of Jobs across Work arrangement (Remote/Onsite) 

Applicants by Work Arrangement (Competition Score: Number of Applicants Per Hour): 

The competition for IT jobs varies across different work arrangements. Remote positions 

experience the highest competition score with 3.58 applicants per hour, indicating intense 

competition for these roles. Not specified work arrangements follow with a score of 2.63, 
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suggesting significant interest despite the lack of clarity. Hybrid roles have a competition score 

of 1.08, while on-site positions have a relatively lower competition score of 0.88 despite having 

the most job openings. 

 

Figure 8.17: Competition across work arrangement 

Combined Strategic Insights: 

Combining job availability and competition data provides strategic insights for job seekers. 

Despite being the most abundant, on-site positions present a relatively lower level of 

competition, making them attractive options for applicants seeking traditional work 

environments. Remote roles, although highly sought-after, face intense competition, 

highlighting the need for candidates to showcase exceptional skills and qualifications. Hybrid 

roles offer a balanced mix of remote and on-site work, presenting viable opportunities with 

moderate competition. Understanding these dynamics can help job seekers tailor their 

applications to align with their preferred work arrangements and maximize their chances of 

securing employment. 

8.5.2 Job Dynamics Analysis based on Type of Employment: 

IT Jobs by Type of Employment: 

In the analysis of IT job distribution based on the type of employment, full-time positions 

dominate significantly with 3,577 job openings, constituting 95.80% of the total. Contract roles 

follow with a much smaller share of 88 jobs (2.36%), while part-time positions account for 35 

jobs (0.94%). Internship opportunities are slightly less common, with 31 postings (0.83%), and 

only 2 job postings do not specify the type of employment. Temporary roles represent the 

smallest portion, with just 1 job posting. 
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Figure 8.18: Distribution of Jobs across Type of Employment 

Applicants by Type of Employment (Competition Score: Number of Applicants Per Hour): 

The competition for IT jobs varies across different types of employment. Full-time positions 

experience a moderate competition score of 1.83 applicants per hour, indicating reasonable 

demand for these roles. Contract roles have a slightly lower competition score of 1.15, while 

part-time positions face a competition score of 0.69. Internship opportunities also have a 

moderate competition score of 0.56. Job postings that do not specify the type of employment 

face minimal competition with a score of 0.18, and temporary roles have a score of 0.15. 

 

Figure 8.19: Competition by Type of Employment 

Combined Strategic Insights: 

Combining job availability and competition data provides strategic insights for job seekers. 

Full-time positions, being the most abundant, offer substantial opportunities with moderate 

competition, making them attractive options for applicants seeking stable employment. 

Contract roles, although less common, also present viable opportunities with reasonable 

competition. Part-time positions offer a more flexible work arrangement, attracting candidates 

seeking reduced hours, while internships provide valuable learning experiences with moderate 
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competition. Understanding these dynamics can help job seekers tailor their applications to 

align with their preferred types of employment and maximize their chances of securing 

employment jobs. 

8.5.3 Job Dynamics Analysis Based on Experience Level 

IT Jobs by Experience Level: 

In the analysis of IT job distribution based on experience level, roles with unspecified 

experience requirements dominate significantly, with 1,919 job openings, constituting 51.39% 

of the total. Mid-senior level positions follow with 1,089 jobs (29.16%), while entry-level 

positions account for 443 jobs (11.86%). Associate roles represent a smaller portion, with 160 

postings (4.28%), followed by director-level positions with 61 jobs (1.63%). Internship 

opportunities are slightly less common, with 33 postings (0.88%), and executive-level roles 

represent the smallest portion, with 29 job postings (0.78%). 

 

Figure 8.20: Distribution of Jobs across Experience Levels 

Applicants by Experience Level (Competition Score: Number of Applicants Per Hour): 

The competition for IT jobs varies across different experience levels. Director-level positions 

experience the highest competition score with 11.05 applicants per hour, indicating intense 

competition for these roles. Mid-senior level positions follow with a competition score of 2.45, 

while associate roles have a score of 1.76. Entry-level positions face a competition score of 

1.62, and job postings with unspecified experience requirements have a score of 1.21. 

Internship opportunities also have moderate competition with a score of 0.68, while executive-

level roles have a lower competition score of 0.42. 
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Figure 8.21: Competition by Experience level 

Combined Strategic Insights: 

Combining job availability and competition data provides strategic insights for job seekers. 

Roles with unspecified experience requirements offer substantial opportunities with moderate 

competition, making them attractive options for applicants with diverse backgrounds. Mid-

senior level positions, although abundant, face relatively higher competition, suggesting the 

need for applicants to showcase relevant experience and skills. Entry-level positions offer 

opportunities for candidates starting their careers, while associate and director-level roles 

provide growth opportunities for experienced professionals. Internship opportunities offer 

valuable learning experiences with moderate competition, while executive-level roles represent 

more specialized positions with lower competition. Understanding these dynamics can help job 

seekers tailor their applications to align with their experience levels and maximize their chances 

of securing employment. 

8.6 Industry Preference Analysis:  

Industry preference analysis is divided into two main parts: Company Employee Size and 

Company Industry. This section addresses the key question of which industries provide more 

IT jobs. By examining both the size of companies and the specific industries they operate in, 

we can identify where the majority of IT job opportunities are concentrated. 

8.6.1 Industry Preference Analysis Based on Company Employee Size: 

IT Jobs by Company Employee Size: 
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In the analysis of IT job distribution based on company employee size, various trends emerge. 

Companies with 11-50 employees offer the highest number of job openings, totaling 875 

positions, indicating a substantial demand for IT professionals in small to medium-sized 

enterprises. This is followed by companies with 51-200 employees, contributing 625 job 

openings, highlighting the robust recruitment activities within larger corporations. The mid-

sized sector, comprising companies with 1,001-5,000 employees, also presents significant 

opportunities, with 608 job openings, reflecting a balanced demand across different scales of 

organizations. 

 

Figure 8.22: Distribution of Jobs across Company Employee Size 

Applicants by Company Employee Size (Competition Score: Number of Applicants Per 

Hour): 

The competition for IT jobs varies across different company employee sizes. Companies with 

1-10 employees experience the highest competition score with 4.02 applicants per hour, 

indicating intense competition for positions in small companies. Companies with 501-1,000 

employees follow closely with a score of 3.61, while companies with 1,001-5,000 employees 

have a score of 2.71. Larger companies with 5,001-10,000 employees and 10,001+ employees 

face competition scores of 2.65 and 2.03, respectively. Companies with 201-500 employees, 

51-200 employees, and 11-50 employees also experience varying levels of competition. 
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Figure 8.23: Competition by Company Employee Size 

Combined Strategic Insights: 

Combining job availability and competition data provides strategic insights for job seekers. 

Positions in small companies (1-10 employees) offer numerous opportunities but face intense 

competition, suggesting the need for candidates to stand out. Conversely, positions in larger 

companies (501-1,000 employees, 1,001-5,000 employees, 5,001-10,000 employees, and 

10,001+ employees) offer competitive opportunities with moderate competition. 

Understanding these dynamics can help job seekers tailor their applications to align with their 

preferences regarding company employee size and maximize their chances of securing 

employment. 

8.6.2 Industry Preference Analysis Based on Company Employee Size: 

IT jobs by Top 20 Industries: 

Among the top twenty industries out of 62 analyzed, the category "Not specified" leads with 

1,802 job openings, comprising approximately 48.26% of the total among these industries. This 

broad category indicates a significant portion of job postings lacking specific industry 

categorization. Following closely, "IT Services and IT Consulting" represent a substantial 

segment, with 1,072 job openings, accounting for around 28.71% of the total. "Software 

Development" also emerges as a prominent category, with 307 job openings, making up 

approximately 8.22% of the total. These findings suggest a diverse landscape of job 

opportunities across various sectors within the IT industry. 
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Figure 8.24: Distribution of Jobs across Industries 

Applicants' Interest Across Industries(Competition Score: Number of Applicants Per 

Hour): 

The competition for IT jobs varies significantly across different industries. Industries such as 

"Staffing and Recruiting" experience the highest competition score with 19.07 applicants per 

hour, indicating intense competition for positions in this sector. Similarly, "Strategic 

Management Services" and "Advertising Services" also face considerable competition, with 

scores of 12.09 and 11.85, respectively. Conversely, industries like "IT Services and IT 

Consulting" and "Software Development" also have notable competition, with scores of 2.19 

and 4.82, respectively. These scores shed light on the competitive landscape for job seekers 

across different industries within the IT sector. 

 

Figure 8.25: Competition by Industries 

Strategic Insights and Recommendations: 
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Understanding the distribution of job openings and the level of competition across various 

industries provides valuable strategic insights for both job seekers and employers. Industries 

with high job openings but low competition present attractive opportunities for job seekers to 

explore. Conversely, industries with intense competition may require candidates to 

demonstrate exceptional skills and qualifications to stand out. Employers can leverage these 

insights to refine their recruitment strategies and attract top talent. Overall, understanding these 

dynamics allows stakeholders to make informed decisions and optimize their approaches to 

navigating the IT job market effectively. 

8.7 Analysis of Education/Degree Specification: 

This section analyzes the education requirements specified in job descriptions. Jobs are marked 

as ‘Yes’ if any education-related keywords are found in the job description. The job is marked 

as ‘No’ if no education-related keywords are present. Jobs without mentioned educational 

requirements are considered to be purely experience-based. This analysis helps in 

understanding the importance of educational qualifications in the IT job market and highlights 

the roles where practical experience is prioritized over formal education. 

IT Jobs by Educational/Degree Requirements: 

In the analysis of IT job openings based on educational requirements, the data reveals that most 

positions require specific academic qualifications. Of the total job postings, 2,596 

(approximately 69.73%) specify an educational requirement. In contrast, 1,127 job openings 

(around 30.27%) do not mandate any particular academic qualifications. This indicates that 

while there is a substantial demand for formally educated candidates, many opportunities 

remain accessible to individuals without strict educational prerequisites. 
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Figure 8.26: Distribution of Jobs across Education/Degree Status 

Applicants by Educational Requirements (Competition Score: Number of Applicants Per 

Hour): 

The competition for IT jobs also varies based on whether educational qualifications are 

specified. Jobs that do not require specific educational credentials experience a higher 

competition score, with 2.07 applicants per hour, indicating a more competitive environment. 

On the other hand, positions that do require educational qualifications have a slightly lower 

competition score of 1.67 applicants per hour.  

This suggests that while there is a high demand for jobs without educational prerequisites, the 

requirement of educational credentials slightly moderates the competition for those roles. 
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Figure 8.27: Competition of Jobs across Education/Degree Status 

Strategic Insights and Recommendations: 

Combining the job availability and competition data provides strategic insights for job seekers 

and employers alike. For job seekers, understanding that positions without specific educational 

requirements are more competitive may encourage them to enhance their qualifications to gain 

an edge. Conversely, candidates with relevant educational credentials might find slightly less 

competition for roles that match their qualifications. Employers can use these insights to tailor 

their recruitment strategies, either by emphasizing the educational requirements to filter 

candidates or by considering a wider range of applicants for roles that do not necessitate 

specific qualifications. Overall, these dynamics highlight the importance of educational 

credentials in the IT job market and their impact on job competition. 
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